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Abtract: Unsustainability is two dimensional: it encompasses both ecological unsustainability and
social unsustainability. Some authors have added one more dimension of unsustainability such as
economic unsustainability. But this is incorrect, because economic dimension is included in the social
dimension. Unsustainability is a matter of degree, and social unsustainability indicates the quality of
the societies. The theoretical and practical concept of social unsustainability has been ignored. Social
unsustainability is being aggravated due to the exponential growth of the informal sector in the
developing countries. But, first of all, we should know what social unsustainability is and how it is
manifested in urban slum societies.
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Unsustainability entails ecologically unsustainable social instability, which, in other words,
implies the coexistence of persistent social instability and emerging ecological instability
ceteris paribus. Since every word has its opposite polarity, so sustainability means ecologically
sustainable social stability, which, in other words, implies the coexistence of social stability
and ecological stability ceteris paribus.

Social means what is not natural. It has become both adjective and noun. Further, it is being
used in normative (e.g. what we ought to do) and positive sense (e.g. what we do). It
consists of various “sub-socials” such as political, economic, psychological, religious, cultural,
ethical, spiritual, moral, familial, sexual, gender, scientific, technological, legal, demographic,
democratic, marital, etc.

Ecological instability is indicated by depreciation, depletion, degradation, and/or destruction of
ecological/natural resources, assets or capital. Social instability consists of various sub-social
instabilities such as political instability, economic instability, psychological instability, religious
instability, cultural instability, ethical instability, spiritual instability, moral instability, familial
instability, sexual instability, gender instability, scientific instability, technological instability,
legal instability, demographic instability, democratic instability, marital instability, etc. Social
instability is indicated by poverty, unemployment, starvation, malnutrition, inequality (of
income, wealth and rights), illiteracy, insecurity, lack of basic needs (food, housing and
clothing), injustice, inequity, corruption, killing, lynching, assassination, torture, oppression,
subjugation, violence (against women), rape, molestation, tyranny, child-labour, prostitution,
trafficking, kidnapping, suicide, witch-hunting, conflict, crime, militarization, war,
fundamentalism (religious, cultural, etc) and so forth.

Many authors have written about social sustainability. Alphabetically, the examples of such
authors are as follows: Agyeman and Evans (2004); Casula Vifell and Soneryd (2012); Cuthill
(2009); Davidson (2009); Dempsey, Bramley, Power and Brown (2011); Dillard, Dujon and
King, (2009); Fotzpatrick (2011); Larsen (2009); Lehtonen (2004); Littig and Griessler
(2005); Magis and Shinn (2009); Nordstrom Kallstrom and Ljung (2005); Omann and
Spangenberg (2002); Pawlowski (2007); Seghezzo (2009); Thin, Lockhart and Yaron (2002);
Turkington and Sangster (2006). Further, the Special Issue of the journal: Sustainability:
Science, Practice & Policy (Volume 8, Issue 12, Winter 2012) is devoted to the discussion of
“A Missing Pillar? Challenges in Theorizing and Practicing Social Sustainability”, in which there
are ten articles.

But, there is hardly any author who has written about social unsustainability. Perhaps, he/she
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has not seen or observed with his/her own eyes how social unsustainability is. Fortunately, I
have discovered an article on social unsustainability by Sultan Qaboos University Professor,
Arif Saeed Malik (2018).

If any author wants to know about social unsustainability, he/she should see with his/her own
“eyes and heart” the life and living condition of urban slum societies in developing countries.
In some developing countries, as much as 90% of the urban population live in slum society.
One in three urban residents lives in slum society in developing countries. One in seven
people on the planet currently lives in slum society. The slum population of India exceeds the
total population of UK. World’s largest slum societies, for example, are Khayelitsha in Cape
Town (South Africa), Kibera in Nairobi (Kenya), Dharavi in Mumbai (India), Orangi Town in
Karachi (Pakistan). The intensity of social unsustainability of the slum society is
unprecedented due to lack of basic needs of their day to day life. They are socially deprived
and the poorest of the poor section of urban society.

Social unsustainability can be reduced or ruled out by the following ways:

1. Provision of basic needs (food, housing, clothing, etc).
2. Equitable distribution of income and wealth.
3. Arrangement for intra-generational and inter-generational justice among gender, race,
class, etc.
4. Equality of rights, including human rights, land users’ rights, tenants’ rights, indigenous
people’s rights, etc.
5. Establishment or promotion of democracy.
6. Establishment of peace.
7. Eradication of poverty.
8. Provision of people’s meaningful participation in all aspects of state governance.
9. Elimination of corruption in politics at all levels.
10. Implementation of effective measures for addressing the impact of climate change and
reducing greenhouse gas emissions.
11. Arrangement for adequate investment in research and development in order to promote
sustainable development based on the needs and priorities.
12. Engagement of local people in planning, implementation and monitoring for the
management of natural resources.
13. Investment in alternative energy sources.
14. Development of civil society and social capital.
15. Promotion of quality of life, happiness and well-being.

Social unsustainability and ecological unsustainability are not independent, rather, they are
interdependent. If we know the way of reducing or ruling out the unprecedented
unsustainability of the slum society, then we will be able to reduce or rule out the global social
unsustainability.

The terms like welfare, wellbeing, development, prosperity, happiness, quality of life,
standard of living, etc. are pointless to the slum society, because the people of slum society
do not even know what the standard of life is. The deplorable and pathetic condition of the
slum society is the best example of global social unsustainability.
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"A mind at peace does not engender wars."

Sophocles (497-406 BCE)
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The Cr4+ oxidation state with two electrons in the Cr 3d shell is not often observed in perovskite-type
oxides, as high pressures and temperatures are generally required to stabilize the octahedral coordination.
Herein, we present a comparative study of the half-doped perovskite-type chromites Gd0.5Sr0.5CrO3 (GSCO) and
Gd0.5Ca0.5CrO3 (GCCO). Fifty percent of the Cr occurs in the Cr4+ oxidation state after high-pressure synthesis
at 6 GPa and 1200 °C. The materials were investigated using synchrotron x-ray diffraction, magnetization,
heat capacity, and dielectric measurements. The diffraction patterns show that GSCO and GCCO crystallize
in orthorhombic (Pnma) structures with different degrees of local lattice distortion. GSCO exhibits a long-
range magnetic order at temperatures of < 98 K, accompanied by magnetization reversal, suggesting that the
magnetic ground state is ferrimagnetic. In contrast, GCCO displays antiferromagnetic characters at temperatures
<∼ 100 K. In addition, GSCO exhibits a crossover between conventional and inverse exchange bias effects at
low temperatures (< 50 K). This is likely caused by asymmetric exchange Dzyaloshinskii-Moriya interactions
between the Cr ions of different valences (+3 and +4). Furthermore, significant magnetoelectric coupling at the
onset of the magnetic order is supported by temperature-dependent dielectric measurements.

DOI: 10.1103/PhysRevB.106.104425

I. INTRODUCTION

Perovskite-type orthochromite RCrO3, where R is a rare-
earth element, receives considerable attention owing to its
potential applications and unique physical properties, such as
negative magnetization, temperature- and field-induced fast
spin switching, spin reorientation, field-induced switchable
polarization, magnetoelectric effects, spin-driven ferroelec-
tricity, magnetoelastic coupling, and exchange bias (EB) and
giant magnetocaloric effects [1–14]. Most orthochromites
crystallize in perovskite-type orthorhombic structures (space
groups of Pnma or Pbnm) and exhibit canted antifer-
romagnetic (AFM) orders. An antisymmetric exchange
Dzyaloshinskii-Moriya (DM) interaction causes a weak ferro-
magnetic (FM) component between the Cr3+ spins to manifest
at temperatures below the AFM transition (Néel) temper-
ature (TN) [15,16]. Superexchange interactions through the
Cr3+–O–Cr3+ bond likely cause the AFM order, and complex,
anisotropic interactions between R3+ and Cr3+ may cause
unusual physical phenomena, e.g., the polar order of RCrO3

may be primarily caused by R–Cr exchange striction (i.e.,
an exchange field between the R ion and Cr sublattice) [6].

*b.dalal.iitd@gmail.com
†YAMAURA.kazunari@nims.go.jp

Furthermore, the onset temperatures of spin-driven ferroelec-
tricity and long-range AFM order of all RCrO3 remain within
the range 110–290 K, regardless of the ionic radius of R3+
[7,12].

GdCrO3 undergoes a canted AFM transition at a TN of 167
K, with negative magnetization, spin reorientation, and field-
induced polar order. These complex features are likely caused
by interactions between two magnetic elements, Gd3+ (4 f 7)
and Cr3+ (3d3) [2,5,6]. In addition, spontaneous spin reori-
entation of the ordered Cr sublattice occurs at 7 K [2,5]. The
DM interactions and strong AFM coupling between Gd mo-
ments and Cr sublattices may lead to negative magnetization
at a specific compensation temperature (Tcomp). Recently, an
unusual EB effect and fast spin switching were observed in
single-crystal GdCrO3 [17], which exhibited a giant magne-
tocaloric effect and temperature-induced magnetization jump
[18,19]. Owing to these multiple anomalies, additional studies
of GdCrO3 are required to clarify its fundamental nature.

Half-doped perovskite-type transition metal oxides, such
as manganite and cobaltite, were extensively investigated over
recent decades owing to their strong intercorrelations among
various characteristics—spin, charge, orbital, and lattice
[20–24]. Studies of half-doped manganite (La0.5Ca0.5MnO3)
were conducted by Wollan and Koehler [25] and Goodenough
[26]. The charge-exchanged AFM ground state was associ-
ated with the spatial order of the Mn3+/Mn4+ ions localized
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in alternate planes. The most notable discovery to date is
the colossal magnetoresistance of mixed-valence manganite
Pr0.5Sr0.5MnO3 [27], with significant competition between the
FM metal and AFM insulator states [28]. Notably, however,
there are contradictory reports regarding the origin of the
colossal magnetoresistance [29–33].

In addition, half-doped manganites exhibit various phe-
nomena, including double-exchange ferromagnetism, metal-
insulator transitions, Griffiths phases, charge-order-driven
ferroelectricity, strong magnetoelectric coupling, magnetodi-
electric and EB effects, and magnetoelectric phase separation
[34–44]. Conversely, half-doped cobaltites exhibit unconven-
tional phase transitions and unexpected properties, such as
spin-state transitions, spin reorientations, valence-state and
photoinduced metal-insulator transitions, and charge transfer
[45–52].

The syntheses of half-doped manganites and cobaltites
with perovskite structures and Mn4+ and Co4+ in octahedral
coordination yield compounds with unprecedented physical
properties. However, the synthesis of half-doped chromite
receives less attention, likely because high pressures and
temperatures are required to stabilize Cr4+ in octahedral
coordination within the perovskite-type structure. We thus
investigated Gd0.5A0.5CrO3, where A = Sr or Ca, using a
high-pressure and high-temperature method, as half-doped
alkaline-earth metal ions could cause distinct electrical trans-
port and magnetic phenomena, such as, semiconducting and
ferrimagnetic (FiM) ground state, magnetic frustration as-
sociated with competing AFM and FiM/FM interactions,
magnetostriction, inverse EB effect, and magnetoelectric cou-
pling accompanying with the ferroelectric relaxorlike state.

In this paper, we reveal the magnetic and electric prop-
erties of two half-doped chromites, Gd0.5Sr0.5CrO3 (GSCO)
and Gd0.5Ca0.5CrO3 (GCCO), which were synthesized at
6 GPa and 1200 °C. GSCO exhibited a FiM ground state,
whereas GCCO exhibited an AFM ground state. In addition,
GSCO exhibited magnetization reversal, non-Griffith-like
clustered FM features at temperatures of > TFiM (FiM tran-
sition temperature), and inverse EB effects. Furthermore,
temperature-dependent permittivity studies revealed magne-
toelectric coupling in GSCO and GCCO.

II. EXPERIMENTAL DETAILS

Polycrystalline GSCO and GCCO were synthesized via a
solid-state reaction using powders of Gd2O3, SrO (prepared
using SrCO3 by heating at 1300 °C in oxygen), CaO (pre-
pared using CaCO3 by heating at 1300 °C in oxygen), Cr2O3,
and CrO2. The powders were thoroughly mixed in an agate
mortar in a stoichiometric ratio in an Ar-filled glovebox. Each
mixture was sealed in a Pt capsule and loaded into a multi-
anvil press (CTF-MA1500P, C&T Factory, Tokyo, Japan), and
the capsule was compressed statically and isotropically at a
pressure of 6 GPa at 1200 °C for 1 h (temperature ramping
required 12 min). After heating, the capsule was quenched to
a temperature of < 100 ◦C within 1 min, and the pressure was
gradually released over several hours. The resulting material
was a dense, polycrystalline, black pellet. A sample was finely
ground for use in phase identification using a MiniFlex600

x-ray diffractometer (Rigaku, Tokyo, Japan) with Cu Kα

radiation.
Finely ground powders were used in synchrotron x-ray

diffraction (XRD) at temperatures between 120 and 750 K
using a large Debye-Scherrer camera at the BL15XU beam-
line at SPring-8, Sayo, Japan [53,54]. The wavelength of the
synchrotron XRD was 0.65297 Å, calibrated using a standard
material CeO2. Synchrotron XRD data were analyzed via the
Rietveld method [55] using RIETAN-FP [56] and MAUD soft-
ware [57]. Crystal structure was drawn using VESTA software
[58].

The direct current (dc) magnetic susceptibilities (χ ) of the
materials were measured using a superconducting quantum
interference device magnetometer (MPMS, Quantum Design,
San Diego, CA, USA). To correct for the stray magnetic field
of the superconducting magnet, the magnet was degaussed be-
fore each measurement. Measurements were conducted in the
temperature range 2–350 K at various applied magnetic fields
(H) under zero-field-cooled (ZFC) and field-cooled (FC) con-
ditions. Isothermal magnetization loops were collected at
various temperatures in the magnetic field range ±70 kOe.
The alternating current (ac) χ of GSCO was measured at
5–350 K using the same instrument. The reproducibility of
GSCO and GCCO magnetic data was verified using a set of
materials prepared in different high-pressure runs.

The electrical resistivity (ρ) of a polycrystalline ma-
terial was measured as a function of temperature via a
4-probe method using a physical property measurement sys-
tem (PPMS, Quantum Design). The electrical contacts on
the bar-shaped material comprised Au wires and Ag epoxy.
The temperature-dependent specific heat capacity (Ctotal) was
measured using a thermal relaxation method under a zero field
or an applied field of 90 kOe in the PPMS at temperatures of
2–300 K. We used an Apiezon-N grease to thermally connect
the material to the holder stage.

The dielectric properties were measured at temperatures
of 5–300 K using an Alpha-A high-performance frequency
analyzer (Novocontrol Technologies, Montabaur, Germany)
in the frequency range 100 Hz–2 MHz at H = 0 or 90 kOe
in the PPMS. During the measurement of GSCO, an extrinsic
contribution to the dielectric constant was observed between
220 and 270 K, which was likely due to ice. However, the
extrinsic contribution was no longer observed under a much
higher vacuum [59]. The deviation between the material and
system temperatures under a high vacuum became significant
at < 50 K. Therefore, we combined the data measured under
normal and high-vacuum conditions to confirm the dielectric
behavior of the material.

III. RESULTS AND DISCUSSION

A. Crystal structure

The crystal structures of GSCO and GCCO at room tem-
perature (∼ 297 K) were investigated via synchrotron XRD
and data analysis using the Rietveld method, as shown in
Figs. 1(a) and 1(b), respectively. Based on the structure of
RCrO3 at room temperature, we initially refined the crystal
structure of GSCO using a distorted orthorhombic model
(Pbnm or its axial transformed standard setting Pnma, No.

104425-2



INVERSE EXCHANGE BIAS EFFECTS AND … PHYSICAL REVIEW B 106, 104425 (2022)

FIG. 1. Rietveld refinement of the synchrotron x-ray diffraction
(XRD) patterns of (a) GSCO and (b) GCCO collected at room
temperature. The crosses and solid red lines represent the observed
and calculated patterns, respectively, with the differences (solid blue
lines) shown at the bottom. The vertical ticks indicate the positions
of the allowed Bragg reflections. The upper (olive) and bottom
(magenta) rows indicate the reflections of the main and secondary
phases, respectively. The lattice parameters are a = 5.41289(2) Å,
b = 7.63652(2) Å, and c = 5.39966(2) Å for GSCO (Pnma), and
a = 5.42543(1) Å, b = 7.54252(1) Å, and c = 5.31059(1) Å for
GCCO (Pnma). The secondary phase is Cr2O3 (1.7 wt. %) for GSCO
and CaCr2O4 (2.5 wt. %) for GCCO. The unit cell of each material
is shown as an inset. Green, yellow, blue, and red balls denote Gd/Sr,
Gd/Ca, O, and Cr, respectively.

62) and a cubic Pm−3m model (No. 221). Additionally, we
tested a monoclinic P21/c model (No. 14) because P21/c
is in a lower-symmetry subgroup of Pnma and is often ob-
served in double-perovskite materials. As shown in Fig. 1(a),
the analysis is successful, indicating that the Pnma model
better describes the crystal structure of GSCO. The refined
lattice parameters are a = 5.41289(2) Å, b = 7.63652(2) Å,
and c = 5.39966(2) Å. The atomic coordinates and isotropic
thermal displacement parameters are shown in Table S1 in the
Supplemental Material [60]. The inset of Fig. 1(a) shows a
structural image of GSCO.

Considering the observed refined tendencies, when we
refined the occupation factors for oxygen, the values were
slightly > 1; the oxygen site is likely occupied fully. Thus,
it was reasonable to fix the value to be 1 in the final step.
Although the observed pattern was refined to a certain ex-
tent using the P21/c model, the analysis was unsatisfactory.
Detailed inspection, particularly temperature dependence, the
standard errors for β angle, and volume increased signifi-
cantly with temperature. This indicated that GSCO did not
crystallize in a monoclinic double-perovskite-based structure
with a rock salt-type order.

Meanwhile, GCCO is analyzed well using the orthorhom-
bic Pnma model, which is common in most RCrO3 materials.
Notably, refining the pattern of GCCO using the monoclinic
model (P21/c) failed. Because the end members GdCrO3 [6]
and CaCrO3 [61] crystallize in the orthorhombic structure
(Pbnm), GCCO may be regarded as a solid solution. In ad-
dition, several small peaks in the synchrotron XRD pattern
indicate the presence of 2.5 wt. % orthorhombic CaCr2O4

[62]. Rietveld analysis refines the lattice parameters of GCCO
and the overall scale factor simultaneously, but the structural
parameters of the minor phase remain constant. The final
analyzed synchrotron XRD pattern of GCCO is shown in
Fig. 1(b), and detailed crystallographic data is shown in Table
S2 in the Supplemental Material [60]. The refined lattice pa-
rameters are a = 5.42543(1) Å, b = 7.54252(1) Å, and c =
5.31059(1) Å. For comparison, the inset of Fig. 1(b) shows
a structural image of GCCO. The overall structure is similar
for GSCO and GCCO at this image scale, but the structure
has different degrees of local lattice distortion. For example,
the Cr–O lengths of the CrO6 octahedron differ by 0.25% in
GSCO and 1.7% in GCCO.

Furthermore, synchrotron XRD patterns were collected at
various temperatures from 120 to 750 K to investigate the
temperature dependences of the structural properties of GSCO
and GCCO. However, neither a change in symmetry nor any
additional features were observed. The changes in the lattice
parameters of GSCO and GCCO with temperature are shown
in Figs. S1(a)–(b) and S1(c)–(d) in the Supplemental Mate-
rial [60], respectively. All GSCO lattice parameters increase
with increasing temperature, exhibiting the expected thermal
behavior. The lattice parameters a and c almost converge
at ∼ 750 K (Fig. S1(a) in the Supplemental Material [60]),
indicating that GSCO may approach a structural transition or
thermal decomposition. In contrast, the GCCO lattice param-
eter a decreases with increasing temperature (Fig. S1(c) in
the Supplemental Material [60]), although the cause remains
unknown. This issue should be investigated in future research.

B. Magnetization

The temperature-dependent dc-χ of GSCO under an ap-
plied field of 0.1 kOe, as shown in Fig. 2(a), displays a clear
anomaly in the FC curve at ∼ 98 K [first derivative spectrum
in the inset of Fig. 2(a)], revealing the onset of magnetic order.
Below this temperature, the FC curve exhibits a small hump
that intersects the zero line at Tcomp = 48 K. With further
cooling, χ decreases until the technical limit (2 K), which
is commonly known as magnetization reversal. Conversely,
the ZFC curve shows a very weak response at 98 K. Notably,
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FIG. 2. (a) Zero-field-cooled (ZFC)- and field-cooled (FC)-χ (T ) curves of GSCO measured in a magnetic field of H = 0.1 kOe. The
inset shows the derivative curve of the FC curve. (b) FC-χ (T ) curves of GSCO measured at H = 0.1 and −0.1 kOe. (c)–(e) ZFC- and
FC-χ (T ) curves measured at H = 0.5, 1, or 5 kOe, respectively. The inset of (c) displays an enlarged view of the ZFC- and FC-χ (T ) curves at
H = 0.5 kOe. (f) Inverse χ (1/χ ) as a function of temperature and applied field. (g) In-phase (χ ′) and (h) out-of-phase (χ ′′) parts of ac-χ (T )
of GSCO measured in an ac magnetic field of 5 Oe at various frequencies.
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the FC and post-FC (when heated) curves follow the same
trend, unlike those observed for GdCrO3. Furthermore, GSCO
exhibits no features related to the spin reorientation that oc-
curs in GdCrO3 [2,5].

As suggested by the GSCO structural analysis, Cr ions with
different valences are likely connected by AFM exchange
interactions and may induce long-range magnetic order at 98
K. Early studies report a similar magnetic behavior, i.e., by the
canted FiM order of the double perovskite La2Ni1.19Os0.81O6

[63]. Thus, the developed magnetic order of GSCO is likely a
canted FiM order, with a transition temperature TFiM = 98 K.
Moreover, the negative internal field on the Gd3+ moments
produced by the weak FM component of canted Cr3+/Cr4+

moments are responsible for the observed compensated mag-
netization and the magnetization reversal phenomenon below
Tcomp. The net moment from the two canted Cr3+/Cr4+ mo-
ments and the Gd3+ moments have antiparallel coupling, thus
exhibiting FiM ground state in GSCO. Nevertheless, in some
ordered double perovskites (R2BB′O6, monoclinic structure
with space group P21/n), the neutron powder diffraction
studies confirmed that the FiM ground state is only identi-
fied by the coupling between rare-earth moments and FM
component of B/B′ sublattices and not from the ordered
B/B′ sublattice magnetization [64–66]. More importantly,
the compensated magnetization and/or magnetization rever-
sal phenomenon gives an exceptional indication about the
FiM ground state in these kinds of materials, as well as
in GSCO.

Under the ZFC condition, when a magnetic field is applied
at the lowest temperature, the easy axes of the randomly
oriented Gd moments are aligned along the magnetic field
direction, and GSCO displays a positive χ . When heated
from 2 K, the Gd moments are thermally disturbed and χ

decreases. As the magnetizations of the sublattices (Gd and
Cr) are unequal, there is no compensation phenomenon.

The FC-χ curve at H = −0.1 kOe was also recorded to
analyze whether the stray magnetic field plays a role in the
observed magnetization reversal. The FC-χ curves measured
at H = 0.1 and −0.1 kOe are plotted in Fig. 2(b). While
measuring the FC-χ curve in the negative field, χ remains
negative at > Tcomp and becomes positive at < Tcomp, resem-
bling the inverse behavior of that under the positive field.
Because the curves exhibit mirror symmetry in terms of sign
reversal, the stray magnetic field exerts little effect on the
magnetization reversal.

Figures 2(c)–2(e) show the ZFC- and FC-χ curves mea-
sured in different fields (H = 0.5, 1, or 5 kOe). The
magnetization reversal observed at H = 0.1 kOe gradually
disappears as H increases, and at H � 1 kOe, the magne-
tization reversal is challenging to observe. Notably, Tcomp

decreases with increasing H (Tcomp = 11 K at H = 0.5 kOe),
indicating the presence of a weaker negative internal field on
the Gd moments (produced by weak FM components of the
canted Cr moments in opposition to H).

The inverse susceptibility plots (1/χ vs T ) shown in
Fig. 2(f) reveal two main features: (i) a sharp decrease in
1/χ at the onset temperature of the long-range magnetic
order, which is reminiscent of the canted FiM order. (ii)
True paramagnetic behavior is observed at temperatures of

� TFiM(>∼ 200 K), suggesting a short-range magnetic cor-
relation between TFiM and ∼ 200 K.

The sharp decrease in the 1/χ curve softens with an in-
creasing field, possibly due to the formation of short-range
FM clusters. To confirm this, we analyzed the 1/χ vs T curves
at 105 K < T < 200 K using the power law expression of the
Griffith singularity effect.

1

χ (T )
= A

(
T − T R

C

)1−λ
,

where A is a constant, T R
C is the critical temperature below

which χ diverges, and λ is an exponent [32,67]. Here, 1/χ

does not follow the power law expression well, signifying that
the possible magnetic cluster behavior is non-Griffith-like.
Similar non-Griffith-like behavior is observed in the half-
doped cobaltite La0.5Sr0.5CoO3, wherein AFM clusters are
formed in the paramagnetic matrix [68].

Because we observe increasing magnetization of the pure
paramagnetic phase by extrapolating the high-temperature
Curie-Weiss (CW) line, short-range FM clusters, not AFM
clusters, cause the observed non-Griffith-like behavior. Fur-
thermore, T R

C is much lower than TFiM, which is incon-
sistent with the anticipated behavior of a Griffiths phase
(i.e., T R

C > TFiM). However, the short-range FM clusters are
assumed to originate from the Cr3+–O–Cr4+ exchange inter-
actions.

The ac-χ (= χ ′ + i χ ′′) of GSCO was measured in an ac
magnetic field of 5 Oe at frequencies in the range 2–500
Hz. The in-phase (χ ′) and out-of-phase (χ ′′) parts of the
zero-field ac-χ as functions of T are shown in Figs. 2(g) and
2(h), respectively. No sharp peak is observed at TFiM, which is
consistent with the weak responses of the dc ZFC-χ curves.
No additional anomalies or magnetically glassy features are
detected. Note that, if a cluster glasslike state is present in
the material, a frequency range of up to 500 Hz is usually
sufficient to detect it through ac-χ measurements [69–72].

In contrast, GCCO exhibits a completely different mag-
netic behavior. Figures 3(a)–3(c) show the dc ZFC- and FC-χ
curves measured under various magnetic fields (H = 0.05,
0.1, or 0.5 kOe). The ZFC- and FC-χ curves are identical,
increasing continuously as the temperature decreases. No on-
set of magnetic order is observed, as shown in the inset of
Fig. 3(b). However, there is a clear difference between the
ZFC and FC curves at < 100 K, as indicated by the arrows
shown in Fig. 3(d). The divergence is much more pronounced
in the first derivative, as shown in the inset of Fig. 3(d).
The random substitution of Ca with Gd may lead to com-
petition between the Cr3+–O–Cr3+ AFM superexchange and
the Cr3+–O–Cr4+ FM double-exchange interactions, caus-
ing a magnetically disordered state. However, the divergence
between the ZFC and FC curves may indicate that AFM
interactions are slightly dominant. Thus, we specified the
point of divergence as TN of GCCO. Since the local lat-
tice distortion of GCCO is different from that of GSCO, its
impact on the magnetic exchange interactions differs reason-
ably. Thus, the possible magnetic ground states of GSCO and
GCCO are different owing to the strong dependence on the
local structural properties. Notably, β-CaCr2O4 undergoes a
magnetic transition characterized by the propagation vector
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FIG. 3. (a)–(c) Zero-field-cooled (ZFC)- and field-cooled (FC)-χ (T ) curves of GCCO measured at H = 50 Oe or 0.1 or 0.5 kOe,
respectively. The inset of (b) shows the derivative curve at H = 0.1 kOe. (d) Difference between the ZFC- and FC-χ (T ) curves at H = 0.1 kOe.
Inset of (d) shows the derivative curve of (χFC − χZFC).

k = (0, 0, ∼ 0.477) at TN = 21 K [62]. Although a small
amount of β-CaCr2O4 (2.5 wt. %) is detected in GCCO, no
corresponding feature is observed in the χ vs T or dMFC/dT
vs T plots.

The thermal remanent magnetizations (MTRM) of both ma-
terials were measured to further elucidate the onsets of the
long-range magnetic order and short-range magnetic corre-
lation. During measurement, the magnetic field was set to
zero at 2 K immediately after cooling the sample from the
paramagnetic state (350 K) in the presence of H (= 0.5 kOe),
and the sample was then heated to measure the magnetization.
Similar protocols are often used to study the spin dynamics of
glassy magnetic materials. In addition, MTRM exhibits clear
anomalies at the onset of the magnetic order [73,74]. Here,
MTRM of GSCO and GCCO as functions of T are shown in
Figs. 4(a) and 4(b), respectively. The magnetization reversal
of GSCO is again confirmed by the MTRM measurement.
However, the thermal variation of MTRM differs slightly from
that observed in the dc FC-χ measurement. In addition to
the sharp increase in magnetization at the onset of long-range
magnetic order at TFiM, a clear anomaly is detected at ∼ 150 K
for GSCO [inset of Fig. 4(a)]. This indicates that a significant
contribution from the short-range magnetic correlation begins
at 150 K, which is � TFiM. Conversely, GCCO exhibits an

increase in magnetization at ∼ 100 K [Fig. 4(b)], which high-
lights the presence of the magnetic anomaly.

Figures 5(a) and 5(b) show the temperature-dependent 1/χ

values of GSCO (H = 5 kOe) and GCCO (H = 0.1 kOe),
respectively. A moderately high magnetic field was used for
GSCO to avoid other dilute magnetic interactions. The solid
straight lines (red) shown in both plots are guidelines to aid in
identifying deviations from CW behavior. The 1/χ curves of
GSCO and GCCO deviate from CW behavior at <∼ 160 and
<∼ 105 K, respectively.

To obtain the CW parameters, we fitted the high-
temperature 1/χ curves to the CW equation 1/χ =
(T −�)/C, where C = NAμ2

eff/3kB is the Curie constant, NA

is Avogadro’s number, μeff is the effective magnetic moment,
kB is the Boltzmann constant, and � is the Weiss temperature.
The fitted curves of GSCO and GCCO are displayed in the
insets of Figs. 5(a) and 5(b), respectively, and the respective
μeff values of GSCO and GCCO are 7.04 and 6.75 μB/f.u.

Because half of the Cr3+ ions transform to Cr4+ ions upon
half-doping of Sr2+ (Ca2+) at the Gd site of GdCrO3, the the-
oretical moments should be μeff = 6.53 μB/f.u., based on the
equation:

μeff =
√

0.5μ2
Gd + 0.5μ2

Cr3+ + 0.5μ2
Cr4+ ,
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FIG. 4. Thermal remanent magnetizations (MTRM) of (a) GSCO
and (b) GCCO, which indicate the onset of magnetic ordering (ar-
rows). The inset shows an enlarged view.

where μGd = 7.90 μB, μCr3+ = 3.87 μB (spin-only due to
the quenched 3d orbital), and μCr4+ = 2.82 μB (spin-only).
This value is close to the experimentally observed values of
GCCO and GSCO. In addition, the � values of GSCO and
GCCO are −63 and −52 K, respectively, with the negative
values indicating that AFM interactions are dominant in both
materials.

To further elucidate the contrasting magnetic behaviors of
these two materials, we recorded isothermal field-dependent
magnetization (M vs H) curves under ZFC conditions. Be-
fore the measurement of each M-H curve, the material was
cooled from well above the onset temperature of magnetic
order to the targeted temperature under a zero magnetic field.
Figure 6(a) shows the M-H curves of GSCO at temperatures
of 2, 10, 40, 60, and 85 K (all less than TFiM). At T = 40,
60, or 85 K, linear changes in M vs H are observed in the
high-field regions, but weak hystereses are observed in the
low-field regions. Much wider hysteresis loops are observed
at T = 2 or 10 K, indicating the presence of FM and AFM
correlations below TFiM.

Regarding the hysteresis loops, we plotted the values of
the coercive field (HC) based on the M-H curves at different
temperatures in Fig. 6(b). The decrease in HC at < 85 K may
be related to the opposite orientation of the Gd sublattice
owing to the negative internal field (i.e., the compensation

FIG. 5. Inverse magnetic susceptibilities (1/χ ) of (a) GSCO (at
H = 5 kOe) and (b) GCCO (at H = 0.1 kOe) as functions of temper-
ature. The solid red lines are guidelines for linear behavior, and the
insets show the Curie-Weiss fittings of the high-temperature regions.

phenomenon) with respect to the applied field. An enlarged
view of the isotherm at T = 2 K is shown in the inset of
Fig. 6(b), which indicates that the M-H loop closes within
the range ±20 kOe.

Figure 6(c) shows the M-H isotherms of GCCO at T = 2,
10, 40, 60, and 85 K. Here, HC is 40 Oe at 2 K, which is
likely related to the AFM spin correlation. Moreover, even at
70 kOe, the M-H curves are unsaturated, which is typical for
materials with AFM-exchange interactions. Nevertheless, the
significant S-shapes of the M-H loops of GSCO and GCCO at
T = 2 or 10 K may be due to the contributions from the much
larger Gd3+ moments.

To compare the magnetic properties of these two ma-
terials, we plotted the isothermal M-H curves measured
at T = 2 K, as shown in Fig. 6(d), with the inset show-
ing an enlarged view. Notably, there is a small difference
in the saturation magnetizations of these compounds at
70 kOe (3.05 and 3.17 μB/f.u. for GSCO and GCCO,
respectively), possibly due to the impurities in GCCO.
Notably, the HC of GSCO (= 1089 Oe) is 27-fold larger
than that of GCCO, which demonstrates its different mag-
netic nature. Generally, materials with canted FiM structures
exhibit higher HC values than those of regular AFM ma-
terials. Current observations are in line with the general
view.
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FIG. 6. (a) Isothermal magnetization (M) of GSCO as a function of magnetic field (H ) measured under the zero-field-cooled (ZFC)
condition at several temperatures (T = 2, 10, 40, 60, and 85 K). (b) Thermal variation of the coercive field (HC), and the inset shows a
magnified view of the ZFC M-H loop at T = 2 K. (c) ZFC M-H loops of GCCO measured at temperatures of 2, 10, 40, 60, and 85 K. (d)
Comparison of the ZFC M-H loops of GSCO and GCCO at 2 K. The inset shows an enlarged view.

In general, a heterogeneous material with two different
magnetic states, such as FM and AFM states [75,76], an FM
state and a spin glass [51,52], and FM and FiM states [77],
sometimes results in the EB effect. This phenomenon, which
is related to the shift of the M-H loop along the magnetic
field axis, has considerable applications in spintronic devices.
Recently, the EB effect was also observed in a magnetically
homogeneous material, i.e., FiM [14]. Because non-Griffith-
like FM clusters and canted FiM states coexist in GSCO,
we investigated the EB effects by measuring the FC M-H
loop at several temperatures. If the cooling field (Hcool) is
positive, the FC M-H loop shifts toward the negative field
axis, which is widely recognized as the conventional EB ef-
fect. The EB field (HEB) is a measure of EB anisotropy and
defined as HEB = (H1 + H2)/2, where H1 and H2 are the first
(negative) and second (positive) coercive fields at the first and
second magnetization reversals, respectively [51]. Notably,
HEB should be negative in the conventional EB effect [76].

Figure 7(a) shows the FC M-H loops of GSCO at Hcool =
20 kOe at various temperatures (T = 2, 10, 15, or 20 K)
below TFiM. Notably, the FC loops were measured within a
maximum field (Hmax) of ±20 kOe. Contrary to the symmetric

nature of a regular M-H loop at the origin (absence of EB),
the FC loop shifts slightly along the field direction from the
origin, suggesting that EB anisotropy is induced upon field
cooling. The FC loops at T = 2 K measured in different di-
rections of Hcool = 20 and −20 kOe are shown in Fig. 7(b).
The magnitude of the shift may be small, but the loop shifts in
the opposite direction.

The enlarged views (within ±3 kOe) of the FC loops col-
lected in the different directions of Hcool at T = 10, 15, 20,
30, or 50 K are shown in Figs. 7(c)–7(g), respectively. Each
loop shifts alternatively, i.e., the EB anisotropy undergoes sign
reversal when Hcool changes direction. Remarkably, the FC
loop shifts toward the positive field axis when the material is
cooled in the positive field, which contradicts the expectation
of the conventional EB effect. This is known as the inverse
EB (IEB) effect [78], and the FC loop exhibits the IEB effect
at T � 50 K, whereas the conventional EB effect is observed
at T � 70 K, e.g., an enlarged view of the FC loop within
±1 kOe at T = 90 K [Fig. 7(h)] reveals the conventional EB
effect.

Figure 8 shows the temperature dependences of H1, H2,
HC, and HEB measured at a positive Hcool. Here, H1 and H2 are
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FIG. 7. (a) M-H loops of GSCO measured at Hcool = 20 kOe. The maximum field is ±20 kOe, and the temperatures are < TFiM. (b)
Hysteresis loops measured at T = 2 K and Hcool = 20 or −20 kOe. (c)–(h) Magnified views of the field-cooled (FC) M-H loops measured at
Hcool = ±20 kOe and T = 10, 15, 20, 30, 50, or 90 K, respectively.

negative between 70 and 100 K but positive at < 70 K. Also,
H2 remains positive at � 2 K, and H1 becomes negative again
at < 20 K. Clearly, the H1 and H2 curves are not monotonous,
and thus, a crossover from conventional EB to IEB effects
(i.e., negative-to-positive sign inversion of HEB) is observed in
GSCO, which may be related to the observed magnetization
reversal. Here, HEB approaches zero at < 10 K, confirming
the absence of any EB effect. Apart from the small peak at
< TFiM, HC changes monotonically with temperature.

In general, in a strongly anisotropic system, where M does
not saturate at the highest H , the minor hysteresis loops hinder
us from accurately estimating the EB parameters, which may
ultimately lead to erroneous results. Therefore, to detect the
true EB effect in such a system, considering an effectively
saturated hysteresis loop is recommended [79]. When the
loop is closed, M is likely effectively saturated [51]. In this
scenario, the FC and ZFC M-H loops are fully closed at 2 K
within Hmax = ±20 kOe, as shown in Fig. 7(a) and the inset
of Fig. 6(b), respectively. Therefore, the FM component may
be saturated, and the minor hysteresis loops may exhibit little
effect on the current analysis.

To study the effect of Hmax on the observed EB
phenomenon, we investigated the FC loops at dif-
ferent Hmax values. FC loops measured at T = 15 K

(randomly selected) at a constant Hcool(= 20 kOe) and
different Hmax(= ±20, ±25, ±30, or ± 70 kOe) are shown
in Fig. 9(a), and an enlarged view of the origin is shown in
Fig. 9(b). The magnitude of H1 increases with increasing
Hmax, and that of H2 does not change, and thus, the EB
effect is reduced by increasing Hmax. Here, HC and HEB are
plotted as functions of Hmax at T = 15 K in Fig. 9(c), with
HC increasing rapidly up to Hmax = 35 kOe, beyond which
it increases only slightly. Conversely, HEB decreases sharply
as Hmax increases from 20 to 30 kOe and is almost zero at
> 30 kOe. In addition, the almost complete suppression of
HEB at higher Hmax values may be associated with suppressed
FM contributions from Cr3+/Cr4+ ions in the FiM structure.
At Hmax � 30 kOe, a large paramagnetic Gd3+ moment
dominates the entire magnetism, which inevitably reduces the
exchange anisotropy between the FM clusters and FiM state.

Visualizing the origin of the EB effect, particularly the
IEB effect, is rather complex, particularly in single-phase
polycrystalline materials with invisible physical boundaries
between the two different magnetic phases. Owing to the
presence of FM clusters at high-temperatures, complex in-
terfacial magnetic interactions between these clusters and the
FiM state may induce EB anisotropy, causing the conventional
EB effect in GSCO. Nevertheless, the presence of FM and
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FIG. 8. Thermal profiles of H1, H2, HC, and HEB obtained from
the field-cooled (FC) M-H loops of GSCO at Hcool = 20 kOe and
Hmax = ±20 kOe. Notably, the sign reversal of HEB from negative to
positive occurs upon cooling.

AFM components specific to the FiM state may be the real
cause of the observed conventional EB behavior.

To gain deeper insight into the IEB phenomenon, we an-
alyzed possible mechanisms to elucidate its origin. In most
earlier investigations [80–83], the phenomena of IEB manifest
with increasing strength of Hcool, in addition to the conven-
tional EB effect at lower Hcool values. The sign reversal of
HEB is successfully explained for a system wherein FM nan-
odroplets are embedded in a charge-ordered AFM host using
the following equation:

–HEB ∝ J2 A L(μ, Hcool, Tf ) + J Hcool,

where J is the surface exchange constant, A is a constant
(multiplication factor), and L is the Langevin function of
the magnetic moment μ of the FM nanodroplets Hcool and
freezing temperature Tf of the interfacial spin [82]. Clearly,
the competition between the surface exchange interaction and
Hcool may induce the sign reversal of HEB. This equation
shows that, for a lower Hcool, the first term dominates, and HEB

becomes negative, as J2 is always positive. For a higher Hcool,
the second term may be significant, and in the case of AFM
interfacial coupling, i.e., J < 0, sign reversal of HEB may be
anticipated.

FIG. 9. (a) Field-cooled (FC) M-H loops of GSCO measured
at T = 15 K at Hcool = 20 kOe and Hmax = ±20, ±25, ±30, or
±70 kOe. (b) Enlarged view of the loops. (c) HC and HEB as functions
of Hmax (Hcool = 20 kOe) at T = 15 K.

In contrast, in this investigation, when T is varied at a
fixed Hcool and the sign of Hcool is changed at a fixed T ,
sign inversion of HEB is observed. Because the HEB equation
does not contain T -dependent terms, the above prediction is
unlikely. Another possibility in achieving the IEB effect is
a magnetization reversal in the FiM state at < Tcomp, which
causes the IEB effect of LuFe0.5Cr0.5O3 [78]. Because sign
inversion of HEB is also detected at < Tcomp of the canted
FiM GSCO, these two materials should share a basic physical
mechanism. In addition, the various possible pathways of the
DM interaction between two Cr ions (with different oxidation
states) may lead to a reversal of the magnetic moment, thereby
producing the IEB effect. Furthermore, the rough interface
between the magnetic layers yields spatially varying mixed
AFM and FM couplings, which may generate the IEB effect,
even at a lower Hcool [81]. In this paper, definitively identify-
ing the origin of the IEB behavior of GSCO is challenging.

C. Heat capacity

To better understand the magnetic properties, the specific
heat capacities (Ctotal) of GSCO and GCCO were measured at
H = 0 and 90 kOe. Figure 10(a) shows the zero-field (H =
0 kOe) Ctotal(T ) curve of GSCO, which exhibits no λ-like
anomaly, which is a common feature of AFM transitions.
Instead, a clear anomaly is observed close to TFiM = 98 K
[Fig. 2(a)]. To estimate the change in magnetic entropy (Sm)
by subtracting the lattice contribution (Clattice) from Ctotal,
combinations of the Debye and Einstein [84] or the two Debye
functions [85] were used to fit the high-temperature region of
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FIG. 10. (a) Temperature dependence of the specific heat capacity (Ctotal) of GSCO under a zero field. The solid and dashed curves show
the lattice heat capacities (Clattice) obtained by fitting to the high-temperature region with combinations of two Debye functions or Debye and
Einstein functions, respectively. (b) Temperature dependences of the magnetic heat capacity (Cm), which is obtained by subtracting Clattice from
Ctotal, and the magnetic entropy (Sm). The dash-dotted straight line represents the theoretical Sm. (c) Ctotal/T vs T plots of GSCO at H = 0 and
90 kOe. The inset shows the Ctotal vs T plots. (d) Ctotal(T ) of GSCO at H = 90 kOe. The solid red curve represents Clattice obtained by fitting to
the high-temperature region with a combination of two Debye functions. The inset displays the Sm vs T curve.

Ctotal(� TFiM). In the first case, the formula used is as follows:

Ctotal(T ) = nDD(T,�D) + nEE (T,�E),

where D and E are the Debye and Einstein functions, respec-
tively. Here, �D and �E are the respective Debye and Einstein
temperatures, and the scale factors nD and nE correspond to
the numbers of vibrational modes per formula unit in the
Debye and Einstein models, respectively. In the latter case,
the heat capacity is approximated by

Ctotal(T ) = m1D(T,�D1) + m2D(T,�D2),

where m1 and m2 are the coefficients related to the vibrational
modes per formula unit and �D1 and �D2 are the charac-
teristic Debye temperatures. In both cases, proper fitting is
observed with the parameters nD = 2.34, �D = 859 K, nE =
2.73, �E = 273 K, m1 = 2.09, m2 = 2.99, �D1 = 888 K,
and �D2 = 385 K. The total number of vibrational modes in
both cases is ∼ 5 (i.e., nD + nE ≈ 5 and m1 + m2 ≈ 5), which
validates the presence of five atoms per formula unit of GSCO.

Here, Clattice dominates Ctotal at temperatures of �
TFiM, and thus, the fitted parameters enable the ex-
trapolation of Clattice to the low-temperature limit, as
shown by the solid and dotted lines [for Clattice (Debye)
and Clattice (Debye + Einstein), respectively] displayed in
Fig. 10(a). Because the observed Ctotal and Debye (only) mod-
els are very similar, we adopted Clattice (Debye) as a reference
to examine the lattice contribution for further analysis. No-
tably, there is no similar nonmagnetic material that may be
used as a reference to properly estimate Clattice of GSCO.

The magnetic contribution to the heat capacity (Cm) is
estimated by subtracting Clattice from Ctotal, i.e., Cm(T ) =
Ctotal(T ) − Clattice(T ). Figure 10(b) shows Cm as a function of
T , revealing a sharp peak close to TFiM = 98 K. Additionally,
the data show a broad peak at ∼ 45 K, with another increase
at < 15 K. The broad peak at < TFiM is unusual and is likely
due to magnetization reversal, and the increase at < 15 K may
be due to the short-range AFM ordering of the Gd moments.
Similar increases in Ctotal are also reported in single-crystal
and polycrystalline Gd2CoMnO6 [86,87] and single-crystal
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Tb2CoMnO6 [88]. In addition, an extended plateau of the
peak at ∼ TFiM is observed in the high-temperature region
of Cm, which suggests the possible presence of short-range
magnetic correlations at > TFiM. Moreover, the Cm(T ) curve
displays several remarkable features but is too complicated to
understand clearly.

Finally, Sm is estimated by integrating Cm(T )/T over the
studied temperature range [Fig. 10(b)]. Here, Sm increases
rapidly with increasing temperature at � 10 K, then gradu-
ally increases with increasing temperature, and plateaus at
17 J mol−1 K−1 at > 130 K. However, the saturation value of
Sm is slightly smaller than the expected Boltzmann entropy
[Sm = R ln(2S + 1) ≈ 19 J mol−1 K−1] based on the mean-
field theory for localized Cr3+(S = 3

2 ), Cr4+ (S = 1), and
Gd3+(S = 7

2 , L = 0). The dashed line in Fig. 10(b) represents
the Boltzmann entropy. Several factors may cause the slight
discrepancy between the observed and expected Sm, one of
which is the short-range AFM ordering of Gd3+ moments. In
addition, the inadequate estimation of Cm at very low tem-
peratures by extrapolating the high-temperature Clattice may
be another cause of the discrepancy. Furthermore, increasing
Ctotal at the lowest temperature [2 K, inset in Fig. 10(c)]
hinders the proper estimation of Cm.

The Ctotal/T vs T curves of GSCO at H = 0 or 90 kOe
are plotted in Fig. 10(c). Even at H = 90 kOe, no notice-
able suppression at ∼ TFiM is observed. Instead, the valleylike
features centered at ∼ 15 K are moderately suppressed. As
shown in the inset of Fig. 10(c), Ctotal at H = 90 kOe does not
increase as it does under the zero-field but decreases toward
zero at < 5 K. Additionally, the short-range ordering of Gd3+

moments are significantly disturbed by the application of the
90 kOe field (due to the increased Gd3+ polarization). We
attempted to estimate the saturation value of Sm again by de-
termining Clattice by fitting the high-temperature region of the
Ctotal (90 kOe) curve using the combination of the two Debye
functions and extrapolating to T = 0 K [Fig. 10(d)]. Remark-
ably, the temperature dependence of Sm [inset in Fig. 10(d)]
shows that Sm generally saturates at a value much closer to
the Boltzmann entropy than that at H = 0 kOe. Thus, the
discrepancy between the observed (H = 0 kOe) and expected
Sm is likely caused by short-range AFM ordering of Gd3+

moments.
To facilitate further comparative studies, we performed a

detailed analysis of Ctotal of GCCO. Remarkably, the temper-
ature dependences of the zero-field Ctotal(T ) of both materials
are very similar [Figs. 10(a) and 11(a) show those of GSCO
and GCCO, respectively], but a clear anomaly is observed
at ∼ 100 K in the Ctotal(T ) curve of GCCO. The observed
anomalies and magnetization data indicate that GCCO un-
dergoes AFM ordering at ∼ 100 K. The solid red line shown
in Fig. 11(a) represents the GCCO Clattice estimated by com-
bining the two Debye functions. Anomalies are detected at
∼ 100 K, but no sharp peaks are observed in the Cm(T ) plot
close to this temperature (not shown). Instead, a broad peak
and an upturn at ∼ 75 and < 15 K are observed, respectively.

As shown in the inset of Fig. 11(a), when the temper-
ature is > 130 K, Sm saturates at 17.5 J mol−1 K−1, which
is slightly smaller than the expected Boltzmann entropy. At
H = 90 kOe, Ctotal(T ) displays no significant change in the

FIG. 11. (a) Specific heat capacity of GCCO as a function of
temperature. The red solid curve shows a fitting to a combination
of Debye functions, and the inset shows the thermal profile of Sm

of GCCO and the theoretical value. (b) C/T vs T plots of GCCO at
H = 0 or 90 kOe. The inset shows the Ctotal vs T plots.

magnetic transition at 100 K [C/T vs T plot in Fig. 11(b)].
Conversely, valleylike features at 15 K, such as those observed
for GSCO, are strongly influenced by the application of H .
The inset in Fig. 11(b) shows an enlarged view of the Ctotal(T )
curves at H = 0 or 90 kOe, revealing that they intersect at
T = 5 K.

D. Resistivity

Figure 12(a) shows the temperature-dependent resistivi-
ties ρ(T ) of GSCO and GCCO. The increase in resistivity
with decreasing temperature should yield semiconductorlike
behavior. In this context, measuring ρ(T ) at temperatures of
< 70 K was impossible because of the high resistance which
was above the instrumental limit. At room temperature, ρ of
GSCO is almost 14-fold higher than that of GCCO (ρ300 K =
57.01 and 4.19 �-cm for GSCO and GCCO, respectively).
No metallic behavior is observed within the investigated tem-
perature range, and these features contrast with the electrical
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FIG. 12. (a) Temperature dependences of ρ of GSCO and
GCCO. (b) Alternative plot of the data. (c) Variable-range-hopping
plot of the data. The red solid lines are guidelines.

behaviors of half-doped manganites and cobaltites [36,50].
The resistivity data were analyzed using the Arrhenius model,
lnρ vs 1000/T , to investigate the possible conduction mech-
anisms, as shown in Fig. 12(b). Owing to the nonlinear
behaviors of the curves, the ρ(T ) curves of both materials
are not well modeled by the Arrhenius model. Instead, the
linear behavior of the lnρ vs T −1/4 plot [Fig. 12(c)] shows that
variable-range hopping better explains the observed electronic
behaviors of GSCO and GCCO.

E. Dielectric behavior

Several RCrO3 materials (excluding R = Sc–Pr, Pm, Eu,
Dy, Yb) should exhibit significant magnetoelectric coupling
at temperatures of < TN, and thus, they are potential multi-
ferroic materials. Temperature-dependent relative permittivity
(εr) measurements of GSCO and GCCO were performed
at various frequencies to investigate possible magnetoelec-
tric coupling. The thermal changes in εr and its loss factor
(tan δ) are shown in Figs. 13(a)–13(d). The εr (T ) curves of
both materials display three main characteristics: (i) low-T
plateaus at εr of ∼ 60; (ii) sharply increasing εr close to T =
30 K (at 100 Hz), which is strongly frequency-dependent; and
(iii) significant anomalies at T ≈ 100 K (magnetic transition
temperatures of GSCO and GCCO). These are also strongly
frequency dependent and shift toward a higher T as the fre-
quency increases [Figs. 13(a) and 13(b)].

In addition, the dielectric anomalies observed at TFiM

(for GSCO) and TN (for GCCO) confirm the presence of
significant magnetoelectric coupling in both materials. The
frequency dependence of the dielectric anomaly (∼ TFiM

and ∼ TN) is characteristic of a ferroelectric relaxorlike
state, e.g., spontaneous electrical polarization associated with
the anomaly is observed in RCrO3 [12] and the stepwise

increase in εr at ∼ 30 K may be associated with a large
frequency-dependent Maxwell-Wagner relaxation [89]. This
usually manifests itself as a depletion layer contribution at
the interface between the sample and the electrodes or at
some grain boundaries. Most importantly, it is not an inherent
property of the material but an extrinsic issue. Conversely, the
derivative spectra of εr (T ) exhibit two peaks at T =∼ 100 K
(TFiM and TN), and the stepped increase in εr at this tempera-
ture indicates the presence of magnetic coupling. For clarity,
the derivative spectra of the data measured at 2.71 kHz are
shown as examples [insets in Figs. 13(a) and 13(b)].

Strong dielectric losses are observed at this temperature,
with stepwise increases in εr observed [Figs. 13(c) and 13(d)].
The dielectric loss peaks depend on the frequency for both
materials. No additional anomalies are observed in these
spectra at the magnetic transition temperature, but the deriva-
tives of the loss spectra reveal sharp increases at ∼ TFiM and
∼ TN [as indicated by the arrows and insets in Figs. 13(c)
and 13(d)]. Therefore, the dielectric loss spectra reveal the
magnetoelectric coupling of both materials. In addition, the
application of a magnetic field of 90 kOe results in no signif-
icant changes in the εr (T ) curves and dielectric loss spectra
(not shown).

IV. SUMMARY AND CONCLUSIONS

We successfully synthesized the half-doped perovskite-
type chromites GSCO and GCCO. These polycrystalline
materials were obtained via solid-state reactions at a high
pressure and temperature (6 GPa and 1200 °C). Synchrotron
XRD at room temperature revealed that GSCO and GCCO
crystallized in orthorhombic structures (space group: Pnma)
with different degrees of local lattice distortion.

We observed magnetization reversal in GSCO, but GCCO
displayed a little anomaly. The magnetic ground state of
GSCO is FiM, while it is AFM for GCCO. Therefore, the
magnetic ground state of half-doped GdCrO3 could be tuned
via substitution with various alkaline-earth ions. Moreover,
the different magnetic ground states of GSCO and GCCO
possibly originate from the different degrees of local lattice
distortions, as evident from the structural analysis. In addition,
thermal residual magnetization studies confirmed the presence
of short-range magnetic correlations within GSCO at tem-
peratures of > TFiM. This was further supported by the heat
capacity measurements.

Remarkably, GSCO displayed a crossover from the con-
ventional EB effect to the IEB effect upon cooling. Such a
crossover could be caused by the reversal of the magnetic
moment due to various competing DM interactions. In gen-
eral, the key factors of producing DM interaction between
two atomic spins are the structural inversion symmetry break-
ing and the strong spin-orbit coupling (SOC) with magnetic
exchange energy. In most cases, the strong SOC is provided
by the neighboring atoms in the structure. However, in this
paper, since L = 0 (for Gd3+), the orbital contribution from
the neighboring Gd3+ cannot be expected. Therefore, the crys-
tal structure itself may stabilize spin canting by minimizing
some free energy [71,90,91]. Moreover, the complex inter-
facial magnetic interactions between the high-temperature
FM clusters and the FiM state is the plausible origin of the
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FIG. 13. (a)–(b) Temperature dependences of the dielectric constants (εr) of GSCO and GCCO, respectively, as recorded at several
frequencies in the range 100 Hz–2 MHz ( f = 100 Hz, 300 Hz, 903 Hz, 2.71 kHz, 8.15 kHz, 24.51 kHz, 73.68 kHz, 221.43 kHz, 665.48
kHz, and 2 MHz). The insets show representative differential curves (at 2.71 kHz). The blue and red dashed lines in the insets indicate the
temperature corresponding to the onset of magnetic order of each material. (c)–(d) Temperature-dependent dielectric losses (tan δ) of GSCO
and GCCO, respectively. The insets show representative differential curves (at 2.71 kHz).

conventional EB behavior in GSCO. Although several mecha-
nisms including the competition between interfacial exchange
coupling and Hcool, the reversal of magnetic moments below
Tcomp, and the spatially varying mixed AFM and FM couplings
at the rough interface have been discussed to understand the
origin of IEB, we can predict that the IEB effect in GSCO
arises due to the magnetization reversal phenomenon. In ad-
dition, significant magnetoelectric coupling with ferroelectric
relaxorlike states was identified at the onsets of magnetic
order of both materials. The presence of the EB effect, par-
ticularly the IEB effect, and magnetoelectric coupling yields
considerable prospects for application in magnetic memory
and spintronic devices.

We interpreted the possible magnetic ground states of
both materials as much as possible based on the experimen-
tal data, but the exact magnetic structures remain unclear
because conducting neutron diffraction studies of highly

neutron-absorbing materials is technically challenging. Fur-
ther combined studies, such as x-ray magnetic circular
dichroism and density functional theory calculations, should
contribute to a comprehensive understanding of the magnetic
and electronic properties of these half-doped perovskite-type
chromites.
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A B S T R A C T   

Dilute magnetically doped semiconductors (DMSs) are key to fabricating novel spintronic devices with high 
functionalities, which could be utilized for the next-generation technological development. BaSnO3 is a trans
parent wide band gap (~3.1 eV) semiconductor, in which magnetism can be induced through a subtle amount of 
magnetic impurity doping without deterring its optical transparency. In this work, we report an experimental 
investigation on the optical spectroscopic and magnetic properties of the DMSs BaSn1-xMnxO3 (0 ≤ x ≤ 0.1), 
synthesized using standard solid-state-reaction method at high-temperature and ambient pressure, through 
various spectroscopic, electron paramagnetic resonance (EPR) and temperature- and field-dependent magneti
zation measurements. All samples are found to be crystallize in the cubic structure with space group Pm 3 m, in 
which Mn ions are stabilized in the 4+ valence state. We find that the optical band gap monotonically decreases 
(from 3.1 eV to 2.08 eV) with increase in Mn doping concentration, which in turn leads to an increase in ab
sorption efficiency in the visible region. An enhanced sp-d hybridization between localized d electrons of Mn ions 
and band electrons is likely the main reason for such band gap reduction. Interestingly, theoretical simulation of 
EPR spectra suggests that the signal is primarily arising from a combination of two spin systems, i.e., Mn4+ ions 
and singly ionized oxygen vacancies. The strength of magnetic interaction between Mn4+ ions is also increased 
for higher doped samples. Moreover, the nature of magnetic interaction is predominantly antiferromagnetic in 
higher doped samples, as corroborated by the negative value of Curie-Weiss temperature from the inverse sus
ceptibility fitting.   

1. Introduction 

The discovery of ferromagnetism above room-temperature in dilute 
magnetically doped semiconductors (DMSs), first theoretically pre
dicted by Dietl et al. [1] and later confirmed by numerous experimental 
results [2–7], has opened up a new window for the development of the 
spintronics devices, which can simultaneously make use of both the spin 
and charge degrees of freedom in a materials system. In particular, the 
wide band gap semiconductors, such as ZnO, SnO2, TiO2, and In2O3, 
were extensively investigated through transition-metal (especially Mn 
and Co) ion doping over the past few decades to achieve the 
room-temperature ferromagnetism (RTFM) in DMSs [2–11]. Till date, 
several binary oxides have been widely studied in the progress of the 
research on DMSs; but they have few limitations, such as, the lack of 

high operation speed and good oxygen stability. 
Oxide materials with the perovskite structure are known to have 

extremely good oxygen stability, and have shown a plethora of excellent 
electronic, optical and magnetic properties, such as, ferroelectricity, 
multiferroicity, superconductivity, high mobility and transparency, 
which could introduce new functionalities to spintronic devices 
[12–14]. In view of this, more comprehensive research effort has been 
given to obtain new DMSs with high functionalities using such diverse 
physical properties of perovskite-structured oxides. Till now, several 
transition-metal doping studies, for example, Co-doped BaTiO3 and 
Ba0.5Sr0.5TiO3, and Co- or Fe-doped SrTiO3 [15–19], have been per
formed for realizing the RTFM in nonmagnetic perovskite oxides. 
Moreover, they belong to a class of materials having wide band gap, 
which could also facilitate them to become a potential candidate for 
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transparent conducting oxides. 
In the perovskite family of oxides, the alkaline-earth stannates with 

the general chemical formula ASnO3 (A = Ba, Ca or Sr) have attracted 
much greater attention from researchers due to their interesting physical 
properties and potential applications, such as photovoltaic and/or 
photoelectrochemical energy conversions, stable capacitors, humidity 
sensors, and gas sensors, in semiconductor industry [20–22]. Among 
ASnO3 compounds, BaSnO3 (BSO) usually crystallizes in an ideal cubic 
structure, and has emerged as a transparent wide band gap semi
conductor with an optical band gap of ~3.1 eV [23]. Recently, several 
dopants have been chosen to substitute both the Ba and Sn sites of BSO in 
order to enhance the electrical conductivity and induce the magnetism. 
For example, the high electrical conductivity and mobility at 
room-temperature was found in the transparent perovskite oxides (Ba, 
La)SnO3 and Ba(Sn,Sb)O3 [14,24]. Nevertheless, the RTFM has been 
reported for Mn and Fe-doped BSO compounds [25–27], and the origin 
of such ferromagnetism has been explained on the basis of either the 
F-center exchange mechanism (for bulk powder samples) or the coa
lescence of the magnetic polarons (for thin films). However, more 
comprehensive research using various experimental tools is necessary in 
order to unveil the change in the structural, optical and magnetic 
properties of such semiconductor systems due to magnetic ion doping. 

In this article, we report the optical spectroscopic and magnetic 
properties of the polycrystalline BaSn1-xMnxO3 (0 ≤ x ≤ 0.1) samples, 
which typically form an ideal cubic perovskite structure with space 
group Pm 3 m and contain only Mn4+ ions. The vibrational spectroscopy 
study confirms the successful incorporation of Mn ions into the host 
lattice and the presence of oxygen vacancy in the doped samples. Optical 
absorption spectra reveals that the band gap reduces drastically from 
3.1 eV for x = 0 to 2.08 eV for x = 0.1 due to the enhanced sp-d hy
bridization between localized d electrons of Mn ions and band electrons. 
Moreover, precise analyses of the EPR and magnetization data suggested 
that the observed behavior of both these data can only be analyzed by 
considering the contributions from both Mn4+ ions and singly ionized 
oxygen vacancies. More importantly, the higher doped samples (for 
example, x = 0.1) showed predominant antiferromagnetic interaction, 
instead of ferromagnetic behavior. 

2. Experimental details 

High quality single-phase polycrystalline samples with compositions 
BaSn1-xMnxO3 (0 ≤ x ≤ 0.1) were prepared by the standard solid-state- 
reaction method at high-temperature and ambient pressure. Stoichio
metric quantities of high purity oxides BaCO3 (Sigma Aldrich; 99.999%), 
SnO2 (Sigma Aldrich; 99.9%) and MnO2 (Sigma Aldrich; 99%) were 
mixed thoroughly in an agate mortar for 1 h and calcined at 1200 ◦C for 
6 h in air. After furnace cooled, these samples were reground thoroughly 
for better homogeneity and pressed into a cylindrical pellet using uni
axial hydraulic press. The pellets were then sintered twice in air at 1300 
◦C for 12 h with intermediate grinding to obtain better crystalline 
phases. 

The phase purity of the as-synthesized samples was checked by x-ray 
powder diffraction (XRD) measurements using X-Pert Pro, PANalytical 
diffractometer (equipped with CuKα radiation, λ = 1.5418 Å) in the 2θ 
range 10◦-90◦. In order to get more information about the crystal 
structures of the samples, XRD patterns were analyzed by the Rietveld 
refinement method [28] using the software MAUD [29]. Raman spectra 
were collected at room-temperature by an He–Ne laser of λ = 632 nm 
using a J-Y Horiba (model T64000) Raman spectrophotometer. Fourier 
transform infrared (FTIR) spectra of the samples were taken using a 
PerkinElmer Spectrochem 100 FTIR spectrometer. To analyze the 
chemical states of the constituent atoms, room-temperature core-level 
x-ray photoelectron spectroscopy (XPS) measurements were carried out 
with an SSX-100 ESCA spectrometer (Omicron, model: 1712-62-11) 
using Al Kα radiation, 1486.6 eV line, and a spot size of 800 mm. 

Room-temperature optical reflectance data of the samples was recorded 
by a Varian Cary 5000 ultraviolet (UV)-vis-near-infrared (NIR) spec
trophotometer. Electron paramagnetic resonance (EPR) measurements 
at room-temperature were performed at X-band (9.5 GHz) using JEOL 
spectrometer. The dc magnetization (M) measurements were carried out 
in a Quantum Design’s MPMS 3 superconducting quantum interference 
device-vibrating sample magnetometer within the temperature (T) in
terval 2–300 K and a magnetic field (H) up to ±50 kOe. 

3. Results and discussion 

3.1. Crystal structure 

The XRD patterns of undoped and Mn-doped BSO samples are shown 
in Fig. 1(a). Pure BSO usually crystallizes in a perfectly cubic structure 
with space group Pm 3 m (No. 221) at ambient condition [23]. The 
presence of diffraction peaks (110), (111), (200), (211), (220), (310), 
(222) and (321) related to the cubic Pm 3 m phase clearly suggests the 
single-phase nature of the pure BSO. Further, all of the diffraction peaks 
of Mn-doped BSO samples can be well indexed with the cubic structure 
(space group: Pm 3 m) of pure BSO. No impurity peaks owing to the 
evolution of any secondary phases are found in the XRD patterns of x =
0–0.1 samples. However, an attempt to synthesize the higher doped 
samples (such as, x > 0.1) dictates that the single-phase remains intact 
only up to x = 0.1 doping limit in the present synthesis condition. 

To identify the subtle structural changes with doping, Rietveld an
alyses were carried out by refining the structural and microstructural 
parameters. The Rietveld-fitted XRD patterns along with the difference 
between the observed and calculated spectra for x = 0 and 0.1 are shown 
in Fig. 1(b) and (c), respectively. No such anomalous changes, which can 
be attributed to the structural phase changes, with doping is observed 
from the Rietveld refinements. It is seen that the lattice parameter (a) 
monotonously decreases with the increases in the Mn-doping level at the 
Sn-site of pure BSO [see Fig. 1(d)]. The contraction in the lattice 
parameter is due to the lower effective ionic radius of the six- 
coordinated (octahedrally) Mn4+ ion (0.53 Å) than that of the six- 
coordinated Sn4+ ion (0.69 Å) [30]. This clearly ratifies the successful 
incorporation of Mn ions into the lattice of BSO. 

3.2. X-ray photoelectron spectroscopy 

To investigate the chemical valence state of dopant Mn ions, and to 
probe the existence of surface adsorptive oxygen in the sample, the core- 
level XPS spectra of Mn and O have been analyzed using XPSPEAK 4.1 
software. The Mn 2p core-level XPS spectra for x = 0.06 is shown in 
Fig. 2(a). It is seen that the Mn 2p spectrum consists of two high intense 
peaks centered at 639.8 eV and 651.5 eV, and a shoulder peak centered 
at 643.7 eV. These two high intense peaks mainly correspond to 2p3/2 
and 2p1/2 spin-orbit (SO) doublets. Thus, the Mn 2p SO doublet is 
separated by about 11.7 eV. It is worthwhile to mention that the energy 
separation of the SO doublet depends on the strength of SO coupling, 
and thus on the valence state of the particular ion [31]. An energetic 
separation of the SO doublets about 11.7 eV confirms that x = 0.06 
sample contains only Mn4+ ions, which is consistent with the earlier 
reports [32,33]. A small shoulder peak at 643.7 eV can be attributed to 
Mn4+ satellite [32]. Moreover, the satellite to Mn 2p3/2 peak is reported 
to be observed on the higher binding energy side, while maintaining the 
separation energy nearly equal to 12 eV between two satellite peaks 
[32]. 

The O 1s spectra for x = 0.06 is shown in Fig. 2(b). Due to the 
asymmetric and broad nature of the O 1s spectra, deconvolution of the 
peak profile was done using a Gaussian-Lorentzian distribution function. 
The O 1s peak was fitted considering two peaks, and the obtained peaks 
are centered at 528.59 eV and 529.77 eV for x = 0.06. The peak at lower 
binding energy is normally associated with the lattice oxygen in 
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perovskite oxides. However, according to earlier report [34], the peak at 
higher binding energy is mainly related to the surface adsorptive oxy
gen, which has close resemblance to the oxygen vacancy. Note that 
synthesis procedure can play a crucial role for the creation of oxygen 
vacancy in the BSO lattice. As the sintering process occurs in air, oxygen 
is exchanged with the surrounding medium [35]. 

3.3. Raman spectra 

Raman spectroscopy is indeed a powerful experimental technique to 
probe the dopant incorporation and lattice defects, and to detect the 
evolution of new phases in the host lattice. Despite the fact that no first- 

order Raman-active modes seem to be appeared in the ideal cubic 
perovskite structure, such as, in highly symmetric cubic BSO with space 
group Pm 3 m, the Raman spectrum for x = 0 in Fig. 3 shows some 
prominent peaks [36,37]. Since the dopant atoms and/or, oxygen va
cancies truly affect the translational periodicity of the lattice, the 
observation of these Raman modes can be ascribed to the local loss of 
symmetry. Moreover, the most intense Raman bands at 135 cm− 1 and 
154 cm− 1 for x = 0 are quite common in the rhombohedrally distorted 
perovskite structures [38]. Besides, the lattice-dynamical calculations 
have predicted that the Raman lines at 135 and 154 cm− 1 can be 
assigned to A1g and A2g symmetries, respectively; while, the peak at 570 
cm− 1 is appeared due to Sn–O vibrational mode [37]. So, it can be 

Fig. 1. (a) Room-temperature powder XRD pattern BaSn1-xMnxO3 (0 ≤ x ≤ 0.1) samples. Rietveld refinement of powder XRD pattern for (b) x = 0 and (c) x = 0.1 
samples at room-temperature. The black filled circles and solid red line represents the observed and calculated XRD patterns, respectively. The blue line represents 
the difference between the observed and calculated patterns. (d) The variation of lattice parameter (a) with compositions. 

Fig. 2. (a) Core-level XPS spectra of Mn 2p level for x = 0.06 sample in BaSn1-xMnxO3 series at room temperature. (b) The O 1s spectra for x = 0.06, which shows the 
presence of surface adsorbed oxygen in the sample. 
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concluded that the oxygen vacancies presumably have an important role 
for the observation of Raman-active modes in x = 0. 

Furthermore, the breaking of the translational symmetry by virtue of 
the substitution of Mn4+ ion at the Sn-site, in addition to the oxygen 
vacancy, plays a significant role for the appearance of Raman-active 
modes in the doped samples [see Fig. 3] [39]. The peak at 570 cm− 1 

for x = 0 is completely disappeared with Mn doping; whereas, three new 
Raman lines centered at 116, 454 and 648 cm− 1 appear in the doped 
samples. The intensity of the Raman lines at 135 and 154 cm− 1 also 
reduces with Mn doping, and the Raman modes at 454 cm− 1 and 648 
cm− 1 become the most intense peaks in doped samples. From our XPS 
analysis of O 1s spectra, it is evident that the doped samples contain 
surface adsorptive oxygen and/or, oxygen vacancy, and the percentage 
of which increases with the increase of doping concentration. The new 
mode centered at 454 cm− 1 mainly involved with the oxygen motion, 
which means the formation of specific defects in host lattice i.e., oxygen 
vacancies [40,41]. The mode at 648 cm− 1 is likely to be associated with 
the Mn–O stretching vibration [42]. Thus, the appearance of a number 
of Raman-active modes unequivocally fortifies the local lattice distor
tion induced by oxygen vacancies and dopants in the cubic phase of 
undoped and doped BSO samples. 

3.4. Fourier transform infrared (FTIR) spectra 

The FTIR spectra for x = 0–0.1 samples are shown in Fig. 4. A strong 
minimum in the transmittance data for pure BSO is appeared at 635 
cm− 1, which can be attributed to the asymmetric stretching vibrational 
mode of Sn–O bond [43]. It is to be noted that the characteristic vi
bration of Mn–O and O–Mn–O bonds in the Mn-based oxides usually 
arise at 522 and 1407 cm− 1, respectively [44,45]. Thus, the band 
centered at 635 cm− 1 broadens with Mn doping due to the overlap be
tween the Sn–O bond and Mn–O bond. In addition, the vibration of 
Sn–OH group is most likely to be responsible for the band observed at 
1422 cm− 1 for x = 0 [46]. However, the overlapping of O–Mn–O bond 
and Sn–OH bond causes the band broadening, and as a result, we 
observe a broader band at 1422 cm− 1 for the Mn-doped samples. 
Another broad band centered around 1630 cm− 1 is seen in the FTIR 
spectra of x > 0, which can be assigned to the stretching mode of OH−

bond [46]. A sharp dip at 860 cm− 1 for x > 0 mainly corresponds to the 
C–O stretching modes of the CO3

2− ions, signifying that CO2 is absorbed 

by the samples during the measurement [47]. 

3.5. Optical absorption spectra 

The diffuse reflectance spectra for x = 0–0.1 are displayed in Fig. 5 
(a). However, using Kubelka-Munk transformation, we can determine 
the optical absorbance coefficient (α) for all the samples. The Kubelka- 
Munk function F(R), which approximately gives us the absorbance, 
can be defined as [48,49]: 

F(R)=
(1 − R)2

2R
(1)  

where R is the reflectance. Here, the function F(R) is proportional to 
optical absorption coefficient (α). The absorption spectra for all the 
samples are shown in Fig. 5(b). Further, the optical band gap (Eg) can be 
estimated from the calculated absorption coefficient using the following 
relation: 

αhν=C
(
hν − Eg

)n (2)  

where h is the Planck’s constant, ν is the incident light frequency, C is the 
absorption constant, n = 1/2 for a direct allowed transition and n = 2 for 
an indirect allowed transition. In this study, the direct band gap for x =
0–0.1 samples has been calculated by extrapolating a straight line to
wards the hν-axis of the Tauc plot [(αhν)2 vs hν], as shown in Fig. 5(c). 

The band gap of pure BSO is usually defined as the energy difference 
between the conduction band minima of Sn 5s bands which are 
completely vacant for Sn4+ (4d105s05p0) and the valence band maxima 
of O 2p bands. From the Tauc plot, the direct band gap of pure BSO is 
found to be 3.1 eV, which is consistent with the direct band gap value 
predicted in earlier studies [23]. The hybridization between O 2p or
bitals and Sn 5s orbitals results in a clear optical absorption edge at 400 
nm [see Fig. 5(b)], thus also confirming the band gap of 3.1 eV for x = 0. 
It is seen that the band gap reduces drastically from 3.1 eV for x = 0 to 
2.08 eV for x = 0.1. Incorporation of Mn4+ ions into the lattice of BSO 
unequivocally enhances the sp-d hybridization between localized 
d electrons of Mn ions and band electrons, and as a result, the band gap 
decreases monotonously with increasing doping concentration. In 
addition, the doped samples appear as darker in color due to the 
enhanced absorption of light, and thus, increase the absorption effi
ciency in visible region. 

The charge-transfer excitation between O 2p and Mn 3d is considered 
to be an important precursor for the observed band gap absorption in the 

Fig. 3. Raman spectra for BaSn1-xMnxO3 (0 ≤ x ≤ 0.1) samples in the wave
number region 100-1000 cm− 1. 

Fig. 4. FTIR spectra for BaSn1-xMnxO3 (0 ≤ x ≤ 0.1) samples in the wave
number region 390-2000 cm− 1. 
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doped samples. To further analyze the origin of broad absorption 
spectrum, we have deconvoluted the spectrum for x = 0.02 with mul
tiple peaks [see Fig. 5(d)]. The absorption band centered at ~270 nm (in 
UV region) mainly appears due to Mn4+-O2− charge-transfer transition 
[50–52]. Besides, the absorption band located at ~450 nm can be 
assigned to the spin-allowed transition of Mn4+: 4A2g → 4T2g [51]. 
Another spin-allowed transition of Mn4+: 4A2g → 4T1g results in an ab
sorption band at ~320 nm. The overlapping of the charge-transfer band 
at 270 nm and the spin-allowed transition band at 320 nm leads to a 
broad absorption band centered at 300 nm in the Mn-doped samples. 

3.6. Electron paramagnetic resonance (EPR) 

EPR has tuned into an important tool in order to investigate the spin 
dynamics of the dilute magnetically doped semiconductors (DMSs) 
having wide band gap. In particular, EPR spectrum provides the infor
mation about the nature of spin-spin interactions and the distribution of 
internal molecular magnetic field, which give us the accessibility to 
realize the various magnetic phases (such as, paramagnetic, antiferro
magnetic cluster, spin-glass) that the materials possess. The EPR spectra 
at room-temperature for x = 0.02–0.1 are shown in Fig. 6. The EPR 
spectra showed a predominant sextet hyperfine structure, arising from 
the nuclear spin I = 5/2 of the isotope Mn55. In this context, it is 
worthwhile to mention that pure BSO normally shows EPR signal due to 
the singly ionized oxygen vacancies (Vo

+) [34]. 
In order to get a comprehensive idea about the nature of magnetism, 

the EPR spectrum for each sample was simulated using the Easyspin 
package based on MATLAB [53]. Each spectrum has been simulated by 
considering a combination of two spin systems (here, System1 and Sys
tem 2). System 1 has spin value S = 3/2 with g value centered on 1.958 in 
rhombic symmetry corresponding to the Mn4+ ions, and System 2 has 
isotropic g value originating from Vo centers. For d3 electronic system (S 

= 3/2), the EPR spectra generally exhibits orthorhombicity [54], which 
is observed for the doped samples. The ground state of d3 system (S =
3/2) in an octahedral field is 4A2, which interact with excited T2g state 
by spin-orbit coupling. In an external magnetic field, the degeneracy of 
the ground state is lifted, and the ground state splits into two Kramer’s 
doublets separated by 2D where D is the zero-field splitting parameter. 
The g value shifts due to the mixing of the ground state and the excited 
4T2 state, which splits into an orbital singlet and orbital doublet states. 
Thus, the mixing with 4T2 state, interaction with other levels and the 
spin-orbit coupling collectively lead to the zero-field splitting. The 
spin-Hamiltonian for d3 electron system (I = 5/2, S = 3/2) in octahedral 
environment is 

H = β B g.S+D
[

Sz
2 −

S( S + 1)
3

]

+ I.A.S (3)  

where the first term is Zeeman interaction, the second term is zero-field 
splitting, and the third term is hyperfine interaction between electron 
and nuclear spins. 

The value of g, line width (lw) of each component, hyperfine splitting 
constants, and zero-field splitting parameters have been estimated based 
on the simulation of experimental data for x = 0.02–0.1, as shown in 
Table 1. Thus, each spectrum consists of a hyperfine split sextet line with 
splitting constant (A) 78 Oe and a broad signal coming from oxygen 
vacancy [see Fig. 6(a)–(d)]. This hyperfine structure centered on the 
parameter g = 1.958 and having a hyperfine splitting constant A nearly 
equal to 78 G (220 MHz) can be attributed to the Mn4+ (3d3, S = 3/2) ion 
[55,56]. It is to be noted that the line width (lw) and the hyperfine 
splitting constant (A) have one-to-one correspondence between them. 
Moreover, the combined values of these two parameters result in a 
measurement of overall width of the sextet. From the obtained simula
tion results, it is found that the combined value of lw and A for System 1 
increases with increasing Mn doping concentration, suggesting an 

Fig. 5. (a) Optical reflectance spectra for BaSn1-xMnxO3 (0 ≤ x ≤ 0.1) samples. (b) UV–vis–NIR optical absorption spectra for BaSn1-xMnxO3 (0 ≤ x ≤ 0.1) samples. 
(c) Tauc plot of BaSn1-xMnxO3 (0 ≤ x ≤ 0.1) samples in UV–vis–NIR region for the determination of optical band gap. (d) The deconvoluted optical absorption spectra 
for x = 0.02. The peak 1 corresponds to the charge-transfer excitation band; while, peaks 2 and 3 correspond to the spin-allowed transition bands. 
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increased magnetic interaction between Mn4+ ions in the higher doped 
samples. This also indicates that dipole-dipole interaction is acting 
among all the paramagnetic centers simultaneously [25]. In contrast, 
the g value for System 2 slightly decreases with increasing Mn concen
tration, indicating an enhanced effective molecular magnetic field. 
However, these g-values for the singly ionized oxygen vacancy lie in the 
range ~1.970–1.990, which is very close to the reported g-value range 
~1.963–1.9920 of singly ionized oxygen vacancy [57]. 

3.7. Magnetization 

The temperature (T) dependence of the zero-field-cooled (ZFC) and 
field-cooled (FC) magnetic susceptibilities (χ) measured under an 
applied magnetic field (H) of 500 Oe for x = 0.06 and 0.1 are displayed 
in Fig. 7(a) and (b), respectively. On heating from extreme low tem
perature (here 2 K), both ZFC and FC susceptibilities for x = 0.06 and 0.1 
show a decrease in the value with increasing temperature. However, no 
evidence of long-range magnetic ordering and significant divergence 

between ZFC and FC susceptibilities are found for both samples within 
the investigated temperature range 2–300 K. Although, the samples 
seem to be paramagnetic (PM) from χ vs. T plots, the inverse suscepti
bility (χ− 1) data do not follow the Curie-Weiss behavior (see the inset in 
Fig. 7(b)). The observed behavior of χ− 1(T) is quite uncommon in DMSs, 
and we argue that it may be arising from a combination of two magnetic 
phases and/or, elements. 

As evident from our EPR analysis, both x = 0.06 and 0.1 samples 
contain 3d Mn4+ ions and singly ionized oxygen vacancies. Considering 
that the unusual behavior of χ− 1(T) is arising from a combination of 
Mn4+ ions and singly ionized oxygen vacancies, the χ− 1(T) data is fitted 
to the equation 

χ =
[

(1 − y)
C

T − θ
+ χ0

]

+ y
0.363

T
(4)  

where y indicates the amount of singly ionized oxygen vacancy, χ0 is a 
temperature-independent contribution to the magnetic susceptibility, 
and C and θ are Curie constant and Curie-Weiss temperature, respec
tively. The well-fitting to the inverse susceptibility data using above 
equation for x = 0.1 is displayed in Fig. 7(c), which confirms the con
tributions from both Mn4+ ion and singly ionized oxygen vacancy to
wards the magnetism. The obtained values of y, C, θ and χ0 are 0.128, 
0.0388 (emu-K)/(mol-Oe), − 16 K and 6.89 × 10− 4 emu mol− 1 Oe− 1, 
respectively. The negative value of θ suggests that the antiferromagnetic 
(AFM) interaction is dominant in x = 0.1 sample, arising from Mn4+-O- 
Mn4+ superexchange interaction. In case of lower doped samples, the 
non-interacting distant Mn4+ ions at the randomly substituted matrix of 
BSO perhaps induces the paramagnetic nature. Due to the availability of 
decent Mn4+ ions, the AFM coupling becomes stronger in the higher 
doped sample (e.g., x = 0.1). 

Fig. 6. Experimental (symbols) and simulated (red line) EPR spectra for (a) x = 0.02, (b) x = 0.04, (c) x = 0.06, and (d) x = 0.1 at room-temperature. System 1 and 
System 2 correspond to the contributions from Mn4+ ions and V0 centers, respectively. 

Table 1 
Simulated parameters of EPR data for different samples at room-temperature.  

Doping 
Concentration 
(x) 

System 1 (S = 3/2) System 2 (S =
½) 

gx gy gz A 
(MHz) 

lw 
(mT) 

g lw 
(mT) 

0.02 1.954 1.958 1.960 220 1.5 1.990 27 
0.04 1.954 1.958 1.960 220 2.2 1.975 27 
0.06 1.954 1.958 1.960 222 2.2 1.971 27 
0.1 1.954 1.958 1.960 228 2.2 1.970 27  
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Isothermal magnetization curves (M versus H) at T = 5 K for x = 0.06 
and 0.1 are shown in Fig. 7(d). The observed M-H curves having negli
gible coercive field are akin to that of previously reported Mn-based 
DMS systems [58]. The magnetization does not saturate in both the 
cases for fields as large as 50 kOe, clearly indicating the PM/AFM nature 
of the samples. However, a closer inspection of the first derivative of 
magnetization ∂M/∂H (see the inset in Fig. 7(c)) reveals a much more 
complex phenomenon of magnetic interactions, other than simple PM 
phase. It should be noted that one would expect the constant value of 
∂M/∂H for linear response of magnetization with field in case of an ideal 
paramagnet. 

4. Conclusions 

In conclusion, we have successfully synthesized the polycrystalline 
samples of DMSs BaSn1-xMnxO3 (0 ≤ x ≤ 0.1) by standard solid-state- 
reaction method, and investigated the structural, optical spectroscopic 
and magnetic properties. Precise analysis of the XRD data reveals that all 
samples crystallize in the cubic structure with space group Pm 3 m, and 
the lattice parameter monotonously decreases owing to the incorpora
tion of smaller ionic radii Mn4+ ions into the lattice of BSO. The optical 
band gap decreases with increase of Mn dopants concentration due to 
the enhanced sp-d hybridization between localized d electrons of Mn 
ions and band electrons. An in-depth analysis of both EPR and magne
tization data confirms that Mn4+ ions and singly ionized oxygen va
cancies are collectively responsible for the observed magnetization 
behavior in the doped samples, and the nature of magnetic interaction is 
especially antiferromagnetic in the higher doped samples. We hope the 
present study provides a deeper understanding of the nature of magnetic 
interaction in DMSs BaSn1-xMnxO3, which allows researchers to design 
DMSs having unique physical properties based on BaSnO3 perovskite 
oxides for potential technological applications. 
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INTRODUCTION

Modern day’s chemical industry is in need of technology
for generation of sustainable as well as environmentally-safe
chemical processes [1-12]. In state of conventional technologies,
catalytic processes can apply for the production of various indus-
trially important chemicals due to its economic and environ-
mental benefits. Numerous homogeneous catalysts have been
industrially applied for catalytic organic reactions in liquid
phase through green synthetic route. These catalysts are highly
active as well as selective due to their structure and precisely
controllable reactivity [13]. However, the major disadvantages
of homogeneous catalysts for large scale application in indus-
trial processes are catalyst separation and various problems in
reuse of these costly catalysts [14-16]. These disadvantages
can be circumvented through the use of easily recyclable hetero-
geneous catalysts for the environmental friendly synthesis of
expensive important chemicals. Several metal hydroxides or
oxides [17-20], polyoxometalates [21,22], zeolites [23,24],
metal nanoparticles [25,26], metal-organic frameworks [27,28],
polymers [29,30], dendrimers [31] and carbon-based materials
[32,33] have been efficiently applied as heterogeneous catalysts
for organic reactions in liquid-phase.
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Recently, perovskite oxides (with common formula ABO3)
have drawn much attention due to their versatile applications
likes magnetic, multi-ferroelectric, piezoelectric, supercon-
ducting and also heterogeneous catalytic properties [34-51].
Different perovskite oxides were studied as catalyst for electro-
chemical reactions [34-38], high temperature gas-phase reactions
[39-49] and photocatalytic [47-51] due to their structural stability,
flexibility, diversity and controllable physico-chemical prop-
erties. Though industrially important perovskite catalyzed organic
reactions in liquid-phase have been limited reports [52-88].
Recently several researchers reported porous nano perovskite
oxide synthesized by different methods could be used as hetero-
geneous catalyst for organic reactions in liquid-phase such as
acid/base-catalyzed organic reactions [52-57], selective oxidations
[58-76], cross-coupling reactions [77-81] and some other hydro-
genation/oxidation reactions [82-88]. Table-1 listed various
examples of perovskite oxide-based materials as heterogeneous
catalyst for organic reactions in liquid phase.

Numerous examples of perovskite oxide catalyzed organic
reactions in liquid-phase are highlighted in this review. In
addition, their synthesis, structures, physico-chemical properties
and environmental-friendly catalytic applications are also
summarized.



TABLE-1 
VARIOUS HETEROGENEOUS PEROVSKITE OXIDE CATALYSTS FOR ORGANIC REACTIONS IN LIQUID PHASE 

Catalyst/additive Reaction Yield Time (h) Ref. 

 Acid/base-catalyzed reaction    

BaZrO3 O + HCHO
150ºC,H2O

HO O

 

53 1.5 [52] 

HTiNbO5 nanosheets OH
+ CH3COOH

70ºC OAc
 17 6 [53] 

SmFeO3 O

+ TMSCN
20-30ºC,CH2Cl2

OTMS

CN

 

98 1 [54] 

Mesoporous ZnTiO3 +
Cl

R1
R1

70-75ºC
 

90-94 14-24 [55] 

Mesoporous ZnTiO3 
R OH

O

+ MeOH
R OMe

O

60ºC

 

73-92 15-18 [55] 

ZnTiO3/CTAB 

NC

NC R1

+ R1

SH

N

N

S

CN

NH2

H
R

R2
Reflux, H2O

 

71-94 8 [56] 

BiFeO3 
ArNH2 + + HCHO

O

N-Ar

N
Ar

H

H3COOC

RT,MeOH

 

63-88 – [57] 

 Selective oxidation    

Cu/LaFeO3 
OH

TBHP

80ºC,CH3CN

O

 

99 3 [58] 

LaCrO3 
Ar Ar

TBHP

90ºC Ar Ar

O

 

84-97 7-8.5 [60] 

KNbO3 
N

S

S

H2O2

40ºC,CH3CN
N

S

S

O

N

S

S

OO

+

 

30, 70 1 [61] 

Y2BaCuO5±x 

OH OH

OH

OH

OH

O

O

+ +
H2O2

70ºC,water

 

18, 14, <1 0.5 [62,63] 

CuZrO3 HO

OH

OMe

HO

O

OMe

O2

120ºC,CH3CN

 

69 2 [64] 

AuPd/LaMnO3 
NaOH 

HO OH

OH

HO
COOH

OH HOOC

OH

COOH

+O2

100ºC,water
 

70, 17 6 [65] 

 

[52]

[53]

[54]

[55]

[55]

[56]

[57]

[58]

[60]

[61]

[62,63]

[64]

[65]
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Pd0.002K0.17Ti1.86Sr0.20O4 
Pd0.03K0.03Ti1.47Sr1.02O4 R1

OH

R2 R2
R1

O

120ºC,toluene
O2

 

30-99 24 [66] 

La2CuO4 
R

O

COOH

R
75-80ºC,EtOAc

Air

 

70-90 – [67] 

SrMnO3 
R1

OH

R2 R2
R1

O

50-80ºC,toluene
O2

 

81-99 1-10 [68] 

SrMnO3 
Ar Ar

O2

60-120ºC,n-octane Ar Ar

O

 

81-94 8-24 [70] 

BaFeO3-δ 
R1 H

R2

R3

R1 OH

R2

R3O2

80-90ºC, PhCF3  

14-59 72-96 [71] 

BaRuO3 R1

S
R2

R1

S
R2

O O

R1

S
R2

O

+
O2

40-100ºC,t-BuOH

 

50-90 12-60 [72] 

(La,Sr)0.5(Co,Mn)0.5O3-δ/ 
NHPI 

COOH

HOOC

90ºC, AcOH

O2

 

99 99 [73] 

KTaO3 
CHO

60ºC, H2O2

Acetonitrile

 

58 4 [74] 

BaFeO3-δ 

O2(1 MPa)

PhCF3, 363K
R3

R2

Ar

R1 R1

Ar

R3

R2

R1,R2,R3=
Ar,R,H,etc  

75 30 [76] 

 Coupling Reaction    

LaFe0.57Co0.38Pd0.05O3 
/base-TBABr 

R1

X

R2

B(OH)2

+
R1

R2

80ºC,IPA/H2O

 

26-95 0.5-18 [77,78] 

La0.9Ce0.1Co0.6Cu0.4O3 
/base-EtOAc 

R1

OH

R2

X

+
R1

110ºC,Toluene

O R2

 

46-90 48 [79] 

La0.9Ce0.1Co0.6Cu0.4O3 
/base 

R1

X

+

R2

120ºC,H2O/DMA

R1

R2

 

47-96 6-24 [80] 

Bi1.97Eu0.03MoO6 NH2

X
Ph

O

+ O

O O
H2O

35-45ºC

N

O

OPh

 

90-97 0.5-1 [81] 

 

[66]

[67]

[68]

[70]

[71]

[72]

[73]

[74]

[76]

[77,78]

[79]

[80]

[81]
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 Other Reaction    

LaFeO3/KOH 

NO2

R IPA

reflux

NH2

R

 

78-98 2-6 [82] 

LaCo0.8Fe0.2O3 

50ºC, CH3CN

TBHP

OH O

 

89 6 [84] 

Pt/YCo0.3Fe0.7O3 

O

90ºC, 2 MPa H2, isopropanol/ water

TBHP

OH

 

95 0.5 [85] 

LaMnO3 

O O

O

Heptane,353K

O2

 

99 24 [86] 

LaMnO3 

OH

OH

OH

O2,Heptane

333K

 

66 24 [86] 

LaMo0.1Fe0.9O3 

+

OH

N

N

O

O X

Y

Y

X=O,S
Y=H,Me

+

N

N

O

X

Y

Y

O

R

R

CHO

100ºC

Solvent free

 

92 0.3 [87] 

LaMnO3 

O O O OH

Isoproponol,N2

180ºC
 

95 3 [88] 

 
Synthesis and structure of perovskite catalysts: A number

of combination of A- and B-site is possible to procedure ABO3

structure of perovskite oxide [46,89,90]. Partial substitution of
either or both sites (A and B) by other metals can control metal
cation’s oxidation states and oxygen stoichiometry in multi-
component perovskite compositions. Therefore, the adjustable
composition of perovskites could lead to structure flexibility with
useful physico-chemical characters. Many wonderful books and
articles presented the synthesis, structures, characteristic features
and uses of perovskite oxides in detail [34-51].

Synthesis of perovskite catalysts: The purity, surface area,
particles size or shape and pores size/amounts of perovskite
oxides are strongly depending on their synthesis methods
[34,89,90]. Ultrapure perovskites can be prepared from pure
metal component by the solid-state synthesis method but these
synthesized perovskites are mainly use for electrical and elect-
ronic applications. But the enormously low surface area (~ 1
m2 g-1) of these perovskite limits their overall performance as
effective bulk catalyst [4]. Liquid-phase organic reactions are

mainly performed under mild reaction conditions; therefore,
relatively high surface area of perovskite catalysts is one of most
important factor for a highly efficient catalytic system. Generally,
perovskite oxide catalysts are prepared by co-precipitation
[65,67-69], solgel [61,64,65,69-73], solution combustion [57,58]
and hard-soft templating [82] methods. In co-precipitation, a
suitable precipitant (NaOH, ammonia, amines) is slowly mixed
to an aqueous two or more metal salts solution generally as
metal nitrate and gives a homogeneous mixture. The resultant
precipitates wash with pure solvents then calcine at a proper
temperature. Different perovskites, ABO3 (A = La, Sm, Pr and
B = Fe, Cr, Mn, Ni, Co), are synthesized by co-precipitation
method using n-butyl amine as a precipitant [68]. A super-
critical anti-solvent precipitation method is also used for the
synthesis of LaBO3 (B = Fe, Cr, Co, Ni, Mn) with high surface
areas (22-52 m2 g-1) [65]. In co-precipitation method, soluble
metal complexes are produced in precipitation step and parti-
cular cations are also loss in washing step. Thus controlling
the composition of perovskites is difficult in this method.

[82]

[84]

[85]

[86]

[86]

[87]

[88]
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Perovskites with controlled chemical composition as well
as relatively high surface areas are prepared by simple and
useful sol-gel method. Malic acid and citric acid most frequ-
ently used in sol-gel method for synthesis of perovskites [91,92].
La0.8Sr0.2MO3 (M = Co and Mn with surface area 20 m2 g-1 and
37 m2 g-1, respectively) with high surface-area have synthesized
from aqueous metal salts solution and malic acid at pH 3-4
[92]. The polymerized complex method and the Pechini method
have also been well-studied for perovskites synthesis [93,94].
Hexagonal SrMnO3 (surface area 25 m2 g-1) have synthesized
by polymerized complex method [69]. SrMnO3 with appreci-
able large surface area (≤ 47 m2 g-1) also fruitfully synthesized
without pH adjustment by using metal acetates and aspartic
acid rather than metal nitrates [70] and other hexagonal pero-
vskite materials was also synthesized by this method [71,72].

The single step solution combustion method is also use
for synthesis of perovskite nanoparticles, which involves the
combustion of corresponding metal salts (mostly nitrates and
chlorides in some cases) with appropriate organic fuels (citric
acid, urea, glycine, glycerol, etc.). The reaction itself supplied
the required heat for phase formation. Therefore, heating temp-
erature is lower than the conventional paths and calcination
step is not required. The  copper substituted LaMO3 (M = Fe,
Mn, Co) catalysts with surface area 10-27 m2 g-1 was synthesis
by single-step solution combustion method [58]. This synthesis
method has also been useful for rapid synthesis of different
multicomponent perovskites. But, it is difficult to control para-
meters of the process and maintains the quality of final product
by using this preparation method.

Soft and hard templating methods most comprehensively
studied for the preparation of porous perovskite materials by
using porous silicates and polymeric materials [48]. The pero-
vskite nanoparticles have no pores and the reaction happens
only on the surface of the catalyst, which restrict the overall
catalytic performance [68]. The ZnTiO3, mesoporous perovskite,
with 136 m2 g-1 surface area and 5.1 nm averaged pore dimen-
sion was synthesized by using a nonionic surfactant template
(Pluronic P123) in a new evaporation-induced self-assembly
method [61]. Hence, the soft and hard templating methods
provide large surface areas (> 100 m2 g-1) with orderly pore
structures but the method complicity, requirement of costly
templates and also difficulty in their successive removal makes
the applicability of this method is limited.

Although, nanosized and porous suitable perovskite oxides
prepared by the aforesaid methods are mainly applied as efficient
catalysts. The typically inactive perovskite oxides may be used
as supports for different supported metal catalysts and a syner-
gistic effect of perovskite oxide and metal nanoparticles has
been suggested for some reactions [65,73,85]. The details
applications of all these perovskite oxides for catalytic organic
reactions in liquid-phase are described as follows:

Structure of perovskite catalysts: The perovskite oxides
are ideally cubic in crystal structure, where large cations (A)
have twelve-fold and smaller cations (B) have six-fold coordi-
nation with BO6 octahedra corner-sharing [4]. The tolerance
factor (t) is used for indexing the deviation from this ideal
structure and is estimated from eqn. 1 (rA = cationic radius of

A, rB = cationic radius of B and rO = anionic radius of O2-)
[89,90].

(rA rB)
t

2(rB rO)

+=
+ (1)

The ideal cubic perovskite has t value 1. When the t value
is lower than 1 (0.75 to 1), the perovskite gives tetragonal,
rhombohedral, or lower symmetric structure [89]. The greater
t values (> 1) are obtained when we use large alkaline-earth
metal cations (A2+) or small B cations and showing hexagonal
crystal structure with BO6 octahedra face-sharing [70,71]. Two-
dimensional perovskite with inter leaved cations are showing
layered structures is also reported [89].

Different perovskite oxides are design for catalytic organic
reactions in liquid-phase. The crystalline structure, formation
of oxygen vacancy and the oxidation state of B can be changed
by controlling the chemical composition of perovskite oxides.
When an A3+ ion is replaced by an A2+ cation from A3+ B3+ O3

then increased the oxidation state of B or formed oxygen
vacancy [4]. The details applications of all these perovskite
oxides as catalyst for organic reaction in liquid-phase along
with the relationships between the unique catalytic properties
and the structural, the physico-chemical properties are also
discussed.

Catalytic applications of perovskite oxide for organic
reactions in liquid-phase: The catalytic activity of perovskite
oxides strongly depends on their physico-chemical properties.
It has been reported that crystalline structure [69,70], formation
energy for oxygen vacancy [71], oxygen adsorption capacity
[65], surface oxygen vacancy [64,73] and oxidation state of B
cation [72] play significant roles for the perovskite oxide catal-
yzed organic reactions in liquid phase. Several absorptions,
spectroscopic and computational methods have been used for
characterization of the redox and acidic-basic properties of
perovskite oxides [21-23,25,26,29]. The oxygen mobility and
reducibility are usually analyzed by hydrogen temperature
programmed reduction (TPR), isotopic exchange experiments
and temperature programmed desorption (TPD) for the charac-
terization of redox properties. Adsorption micro-calorimetry,
site titration using Hammett indicators, TPD and spectroscopy
are exclusively used for the analysis of surface acidity/basicity
of perovskites. The bulk and surface structures are character-
ized by infrared spectroscopy (IR), X-ray diffraction (XRD),
extended X-ray absorption fine structure (EXAFS), X-ray
photoelectron spectroscopy (XPS), Raman spectroscopy and
high resolution transmission electron microscope (HRTEM)
measurements. However, most publications mainly focus on
development of perovskite oxide-catalyzed organic reactions
in liquid-phase. Hence, such characterizations in most systems
are incomplete and lack of comprehensive mechanistic studies.
In this review, the important catalytic property of perovskite
oxides in liquid phase is comprehensively summarized and some
of the reaction mechanism along with the characterization
results is also discussed.

Acid/base-catalyzed reactions: The petroleum refining
and petrochemical industry have been utilized solid acid-bases
as catalysts for lots of important processes [95-100]. Zeolites,
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clays, resins, hetero polyacids, mono or mixed metal oxides
and a catalyst with surface modification have been extensively
examined as acid-base catalyst. However, the performance of
perovskite oxides as acid-base catalyst are still under explored.
In recent times, a review article systematically summarized
catalytic performance of perovskites as acid-base catalyst [42].
The effects of density, strength, surface modification, exposed
faces and type of acid-base sites of perovskite oxides to their
performance as catalyst have been studied for the conversion
of 2-propanol [53]. In contrast, acid-base catalysis in liquid-
phase and comprehensive reaction mechanisms studies are still
limited.

HSr2Nb3O10 and HTiNbO5 nanosheets with modified surface
area were reported as acid catalysts for acetic acid esterifica-
tion, cumene cracking and 2-propanol dehydration [53]. Cyano-
silylation with trimethylsilyl cyanide (TMSCN) of carbonyl
compounds to corresponding cyanohydrins trimethylsilyl
ethers is a key reaction for production of α-hydroxy aldehydes
or acids and β-amino alcohols. SmFeO3 showed significant
activity towards the catalytic cyanosilylation of benzaldehyde
by trimethylsilyl cyanide in comparison to other catalysts used
for this reaction [54]. But, it is proposed that the active sites of
SmFeO3 was the Brønsted acid sites but results were lack of
detail characterization. A new mesoporous ZnTiO3 perovskite
was developed as an efficient catalyst for Friedel-Crafts alkyl-
ation by benzyl chloride along with the esterification of C12-C18

carboxylic acids [55,56]. A probable mechanism was suggested
for the ZnTiO3-catalyzed esterification that carboxylic acid
was activated through coordination with the Lewis acid site.
The same group also stated that reusable nano ZnTiO3 base
catalyst with cubic structure prepared via sol-gel method for
1,6-naphthyridine synthesis in water [56]. The cooperative action
of Ti4+ as Lewis acid site and O2− as base site for the probable
reaction mechanism is also proposed.

Preparation of hydroxypivaldehyde is a key reaction, since
the product gives neopentyl glycol on successive hydro-
genation and it is an intermediate of plasticizers, polyesters,
lubricants and synthetic paints. SrZrO3 and BaZrO3 exhibited
good catalytic activity towards this base-catalyzed aldol conden-
sation reaction of isobutyl aldehyde by formaldehyde with 53%
yield along with 91% conversion [52].

Different dihydro-2-oxypyrroles was synthesized by one-
pot synthesis from dimethyl acetylene dicarboxylate, formalde-
hyde and anilines in methanol over BiFeO3 catalyst at room
temperature [57]. An external magnet could easily recover the
used catalyst from the reaction medium and the recovered
catalyst was efficiently reused. The authors proposed that an
imine intermediate was activated through Lewis acid sites of
BiFeO3 helps a Mannich type reactions by successive cycli-
zation reactions, even though there was no physico-chemical
evidence regarding this acid sites.

Selective catalytic oxidation: Selective catalytic oxidation
of petroleum-based feed stocks into suitable compounds is a
significant reaction since the products are extensively applied
for synthesis of valuable products and important chemicals
[101-108]. The CO oxidation and total oxidation of different
hydrocarbons are extensively reported over perovskite oxide

catalysts [39-43,84]. Several efficient perovskite oxides
catalysts are used for selective oxidation reactions in liquid
phase by using molecular oxygen (O2), hydrogen peroxide
(H2O2) and tert-butyl hydroperoxide (TBHP) as oxidant [58-
76]. The kinds of catalyst and oxidant played important role
for the catalytic efficiency as well as for the reaction mechan-
ism. Preparation of particular widely used important carbonyl
compounds from corresponding alcohols via selective oxidation
due to production of fine chemicals and pharmaceuticals
products. Copper-substituted LaFeO3(Cu/LaFeO3) perovskite
developed as a reusable catalyst for selective oxidation of benzyl
alcohol with TBHP [58]. The combustion synthesized catalyst
showed higher activity due to the presence of a peculiar poorly-
defined amorphous CuO along with substitutional Cu2+ phase
on the top of LaFeO3 particle. Cerium doped rhombohedral
La1-xCexCoO3 nano perovskite was also act as an effective
catalyst for the same reaction in liquid medium under atmosp-
heric pressure using highly pure oxygen as oxidant. Under
optimum reaction conditions, among the prepared catalysts
La0.95Co0.05O3 catalyst showed higher catalytic activity (> 35%)
with ~ 100% selectivity upto four cycles [59]. Reusable LaCrO3

catalyst also reported for the oxidation of alkyl arenes using
TBHP under solvent-free condition [60]. However, H2O2 and
O2 have received much consideration than organic hydro-
peroxides due to their environmental-friendly nature (gives
water only as byproduct) and also content high active oxygen
species. Titanium loaded potassium niobates (KTi0.2Nb0.8O3 and
KTi0.1Nb0.9O3) perovskite developed for the selective catalytic
oxidation of 2-(methyl-thio)benzothiazole with excess H2O2

to the analogous sulfone and sulfoxide [61]. The electronic
and structural defects were due to incorporation of titanium
ions into the perovskite lattice for the higher activity of titanium
substituted catalyst than the pure potassium niobates (KNbO3).
The Y2BaCuO5±x perovskite was also reported as recyclable
efficient catalyst for the selective catalytic oxidation of phenol
to hydroquinone and catechol using H2O2 [62,63]. A radical
substitution mechanism is proposed but the complete mech-
anism was still uncertain for the oxidation reactions with H2O2.

Catalytic oxidative promoting reactions of biomass-derived
substance into valuable chemicals with O2 are an important
matter to make a sustainable society due to the replacement of
non-renewable fossil resources [7-12,109]. However, still now
the selective liquid-phase heterogeneous catalytic oxidation
under mild conditions with O2 are limited [101-108,110]. The
CuO and CuZrO3 mixture was developed as heterogeneous
catalytic oxidation of vanillyl alcohol (a model compound
representing lignin) [64]. The redox properties of the catalyst
improved due to the presence of Cu-O-Zr linkages in high
concentration as active phase. The perovskite-catalyzed aerobic
oxidation of common organic substances was also examined
by various researchers. The effect of perovskites supports on
glycerol aerobic oxidation was exclusively studied over AuPt
nanoparticles supported on lanthanum based oxides LaMO3

(M = Fe, Cr, Mn, Ni, Co) [65]. This oxidation gives different
products and the selectivity of the products was depending on
the perovskite supports. From mechanistic studies, it was sugg-
ested that the oxygen adsorption capacity supports strongly
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influence selectivity of the product and LaMnO3 support inhibits
the lactic acid production due to high oxygen capacity. The
Pd-containing perovskite oxide (Pd/K0.6Ti1.85O4) was reported
as a highly stable and reusable catalyst for allylic and benzylic
alcohols oxidation by using oxygen [66]. Various substituted
benzaldehyde with electron-withdrawing and electron-donating
groups were selectively oxidized to the desired products over
La2CuO4 catalyst [67].

The catalytic oxidation over various types of pure rhom-
bohedral and hexagonal perovskite oxides (BaFeO3-δ, BaRuO3

and SrMnO3) with relatively high surface areas are also reported
as efficient catalyst for oxidative dehydrogenation of alcohols
and other difficult aerobic oxidation of alkanes and sulfides
[69-72]. These hexagonal perovskites also selectively catalyzed
alcohols, alkanes, alkyl arenes and sulfides in presence of O2.
Many allylic, aromatic and heteroatom-incorporated primary
or secondary alcohols were selectively transformed to the desired
carbonyl compounds over hexagonal SrMnO3 [69]. But the
catalyst showed low catalytic activity towards aliphatic alcohols
oxidation. The kinetics measurement showed non-dissociative
alcohol and oxygen adsorption and Langmuir-Hinshelwood
mechanism was proposed for this catalyzed oxidation reaction.
The C-H bond breaking was suggested for the rate determi-
nation step from kinetic isotope effect. This type of O2-activation
was also used for oxidative homocoupling reactions of phenols
and amines and the selective oxidation of alkyl arenes to corres-
ponding oxygenated/dehydrogenated products. This is the first
example of reductive O2 activation for selective catalytic oxida-
tion over SrMnO3 in liquid-phase. The kinetic measurement
showed that an oxygen species generated from the solid compare
to SrMnO3 is responsible for this oxidation process and Mars-van
Krevelen mechanism was proposed for this reaction [111].
Various aromatic and aliphatic sulfides could also efficiently
catalyze to the corresponding sulfones and sulfoxides by using
O2 over recyclable rhombohedral BaRuO3 [71]. The oxygen
transfer reactivity of ruthenium based oxides was significantly
affected by the crystal structure of oxides. Thus, the oxygen
easily transferred to a sulfide from BaRuO3 and oxygen also
re-oxidized the partially reduced BaRuO3-x than other Ru-based
perovskites. The aliphatic C-H bond oxidation of alkanes
produces industrially important chemicals and it is still challen-
ging in the chemical industries [72]. There are few Ru- and V-
based perovskites used as recoverable as well as a reusable
heterogeneous catalyst for aerobic oxidation of adamantane
[112,113]. Hexagonal, recyclable 6H-BaFeO3-δ (δ = 0.1) was
efficiently catalyzed this oxidation as well as other various
hydrocarbons in presence of oxygen [72]. The author proposed
that the adamantane oxidation gates through a radical-mediated
pathway and abstraction of hydrogen by BaFeO3-δ suggested
for the rate determining step. The oxygen-deficient, orthorhom-
bic, recyclable (La,Sr)0.5(Co,Mn)0.5O3-δ perovskite was basically
applied for the selective oxidation of ethylbenzene and toluene
to acetophenone and benzoic acid, respectively with N-hydroxy-
phthalimide (NHPI) [73]. It has been proposed that the large
oxygen vacancies of this perovskite could activated NHPI to
produce phthalimide N-oxyl radical (PINO) and the radical
promoting the formation of an alkyl radical through hydrogen

abstraction from hydrocarbons. However, mechanistic detail
is still required.

A sets of alkaline tantalates (NaTaO3, LiTaO3, KTaO3) also
selectively catalyzed styrene to form benzaldehyde. The highest
conversion (~ 58%) with 77% selectivity was achieved for
KTaO3 upto six catalytic cycles. It is suggested that the increa-
sing catalytic performance was attributed to crystalline structure
of perovskites, the atomic radius of the alkaline-metals and
the presence of segregated phases in the component [74]. Sol-
gel methods synthesized, pure and Co loaded nano-lanthanum
ferrite (LaFe1-xCoxO3; x = 0 to 1) were also examined for selective
catalytic oxidation of styrene to benzaldehyde using H2O2 as
oxidant [75]. The catalyst showed the higher activity at lowest
substitution than other higher cobalt loaded ferrite and also
than for pure LaFeO3.

BaFeO3-δ perovskite may well affectively catalyzed oxid-
ative C=C bond cleavage of numerous aromatic alkenes to
preferred carbonyl compounds (~ 75% yield) under the additive
free condition with O2 as oxidant [76].

Cross-coupling reactions: Several significant organic
chemicals (drugs, materials, optical devices, etc.) are manu-
factured by using cross-coupling reactions over transition metal
catalyst [114-118]. Palladium(II) complexes are generally used
as homogeneous catalyst in case of cross-coupling reactions
in environment friendly mild conditions. Thus development
of Pd-based easily recoverable and recyclable heterogeneous
catalysts are predominantly required for industrial applications.
Along with other approaches impregnation and encapsulation
have been tried for the immobilization of Pd particles [78]. But
Pd leaching is a big problem for this types of catalysts. Thus,
the improvement of Pd-based catalysts as actually heterogen-
eous remains an interesting tusk for researchers.

Furthermore,  palladium containing perovskite oxides also
devel-oped as efficient popular automotive three-way catalyst
with expressively developed stability due to the self-refor-
mative role of Pd [119,120]. Against such a background, Pd-
loading LaFe0.57Co0.38Pd0.05O3 perovskite is developed for the
Suzuki reactions of aryl halides with boronic acids [77]. A
number of aryl halides and boronic acids combinations were
affectively transformed to the analogous bi-aryls and the
catalytic efficiency enhanced with tetra-n-butyl ammonium
bromide (TBABr) addition in several difficult transformations.
The reaction between 4-bromoanisole and phenyl boronic acid
over LaFe0.57Co0.38Pd0.05O3 was taken as a model reaction for
this coupling reaction and the reaction mechanism was investi-
gated by using kinetics, microscopy, catalyst poisoning and
three-phase tests [78]. On the basis of these results, it was
proposed that the Pd particles first reduced to Pd0 by aqueous
alcohol solvents and trapped to a solid surface. The soluble
Pd species produces by oxidative-addition of aryl halides
helped the Suzuki coupling reaction in a usual way. Transmission
electron microscopy (TEM) studies showed that there is no
Pd black generated. Thus, low amount (2 ppm) of leached Pd
particles (confirm from hot filtration test) after reaction indic-
ated that bulk inorganic phase was recaptured the Pd0 particles.

Furthermore, Ullmann-type condensation of different aryl
halides using thiols and phenols to the analogous sulfides and
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biaryl ethers could efficiently catalyze by La0.9Ce0.1Co0.6-Cu0.4O3

perovskite catalyst [79]. Several phenolic compound could
effectively couple with an aryl halide in presence of ethyl acetate
and Cs2CO3 additives. Three Pd-loaded Na2.04Cu0.95Pd0.05O4,
LaFe0.57Cu0.38-Pd0.05O3 and LaFe0.57Co0.38Pd0.05O3 perovskites
developed for Sonogashira coupling of aryl halides with alkynes
is also reported [79]. LaFe0.95Pd0.05O3 perovskite deposited
CeO2 was also reported as efficient catalyst for Sonogashira
and Heck cross-coupling reactions by flow chemistry technology
[80]. But the reaction time profile is very slow and controlling
the byproducts formation should be enhanced catalytic
efficiency.

The Bi1.97Eu0.03MoO6 double perovskite catalyst was also
reported as an effective catalyst for the formation of substituted
quinolones from different aliphatic ketones and 2-amino aryl
ketones at ambient temperature in water [81].

Other reactions: LaMO3 (M = Mn, Fe, Co, Cr, Al) catalyst
applied for the hydrogenation of substituted and unsubstituted
nitrobenzene to synthesize corresponding aniline in presence
of KOH promoter in 2-propanol medium [82,83]. Among the
catalysts, LaFeO3 showed highest catalytic activity for this
hydrogenation reaction. The same group also examined the
strontium loading effect in the La1-xSrxFeO3 for nitrobenzene
hydrogenation and found La0.8Sr0.2FeO3 as the best active as
well as recyclable catalysts [82,83].

Spray-flame synthesized LaCo0.8Fe0.2O3 perovskite nano-
particles catalyst used for the oxidation of cinnamyl alcohol
to cinnamaldehyde in liquid phase with TBHP under mild
conditions. Waffel et al. [84] suggested a synergistic effect of
Co and Fe for the best catalytic activity. Platinum nanoparticles
supported on modified solgel method synthesized YCo0.3Fe0.7O3

catalyst selectively hydrogenated cinnamaldehyde to cinnamyl
alcohol with ~95% selectivity and 100% conversion [85].

Metal-free LaMnO3 perovskite was reported as an excep-
tionally effective oxidation catalyst for the conversion of alkyl
arenes to corresponding ketones and also for the preparation
of 1,1-binaphthyl-2,2-diol (BINOL) through oxidative dimeri-
zation of 2-naphthol in presence of molecular oxygen [86].
Citric acid based sol-gel route prepared crumpled nanosheets
of molybdenum-doped LaFeO3 (LaMo0.1Fe0.9O3) were used for
the green synthesis of naphthapyranopyrimidines from solvent-
free one-pot reaction of different substituted aromatic aldehydes,
2-naphthol and barbituric acid or its derivatives [87]. The oxygen
vacancy-rich mesoporous LaMnO3 prepared through a modified
molecular-assembly method, act as a significantly active as well
as stable hydrogenation catalyst for synthesis of furfuryl alcohol
from furfural with ~100% conversion and 96% selectivity. The
author proposed from density functional theory calculation
that the interaction of catalyst surface with catalytic substrate
facilitated by the expose oxygen deficiency sites of porous
LaMnO3, which lead to a lower energy barrier for this hydroge-
nation process [88].

Conclusion

Inspite of low surface areas, structurally modified pero-
vskite oxides show a unique catalytic efficiency for various
organic reactions in liquid phase. Various porous and nano

perovskite oxides prepared by different conventional methods
as well as modified methods can used as catalyst for the prep-
aration of value-added chemicals. Perovskite oxides can effici-
ently use as acid-base catalysts for aldol condensation, esteri-
fication, Friedel-Crafts alkylation, cyanosilylation and one-pot
synthesis. However, the connection of the catalytic efficiency
with acid/base properties is still not properly discussed.
Alkanes, alcohols, arenes, sulfides, etc. can selectively oxidized
to the corresponding products over precious metal-supported,
oxygen deficient, hexagonal and layered perovskite oxides
catalyst with O2, H2O2 and tert-butyl hydroperoxide (TBHP)
oxidants. Palladium and copper loaded multi-component pero-
vskite oxides can also effectively catalyze Suzuki, Ullmann
and Sonogashira type cross-coupling reactions. Several reactions
are employed to increase the surface areas of perovskites, which
subsequently increases the catalytic activities. However, the
procedures complexity and inapplicability to versatile chemical
compositions is the fundamental disadvantages of present
synthesis methods. Thus a simple, efficient synthesis methods
are still required for synthesis of various perovskite oxides
with enhanced surface areas (≥ 100 m2 g-1) at mild condition.
Furthermore, elucidation of proper reaction mechanisms along
with the connection of catalytic efficiency of perovskite oxides
with the substrate activation modes have to be properly clarified.
Therefore, appropriate explanation of the mechanistic data can
lead to develop efficient perovskite oxide catalysts with proper
composition for different organic reactions in the liquid phase
under mild reaction conditions.
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Abstract: Selective oxidation of benzene to phenol is done
in the liquid phase over copper-substituted LaFeO3 perov-
skite oxides as catalyst using H2O2 as oxidant under mild
reaction conditions. Among the different copper-substituted
perovskite catalysts synthesized by a novel solution com-
bustionmethod, the LaFe0.90Cu0.10O3 catalyst showed highest
activity (∼56 % with 100 % selectivity of phenol) and also
gives better activity than the corresponding catalyst made
via incipient wetness impregnation of 10 at % Cu over
combustion-synthesized LaFeO3. XRD analysis revealed for-
mation of the perovskite phase as the predominant one. The
greater activity of the combustion-made catalyst has been
attributed to the occurrence of a peculiar poorly-defined
structure having substitutional copper ion sites on top of the
LaFeO3 particle as observed in HRTEM analysis. Much less
occurrence of this phase in the impregnated catalyst, where
copper is primarily present as dispersed CuO crystallites,
explains its comparatively lower activity in the oxidation
reaction. The effect of catalyst recycling shows negligible
change of activity for the combustion-made catalyst whereas
the analogous impregnated catalyst shows considerable
decrease in activity in recycling. This explained to be due to
the essentially intact poorly-defined structure in the former
and leaching of thefinely dispersed CuO crystallites from the
latter catalyst during cycling.

Keywords: benzene oxidation; Cu2+ ion sites in LaFeO3;
Cu-substituted LaFeO3 perovskite; reduced copper leach-
ing; solution combustion

1 Introduction

Phenol is a significant chemical compound for preparation
of industrially important materials and useful compounds

[1–5]. At present, worldwide almost 95 % of phenol is
industrially manufactured through the multi-step “cumene
process” from benzene [6]. However, the energy consump-
tion is high due to the requirement of high pressure and high
temperature for this process [7]. Additionally, highly explo-
sive cumene hydroperoxide is produced in the “cumene
process” as an intermediate [8, 9] and overall yield in this
multistage process is low (less than 5 %) [7, 9]. To overcome
these disadvantages, the development of more efficient
and environmental friendly alternatives for the synthesis of
phenol is highly desirable. Hence, great interest is keen to a
one-step catalytic oxidation process for phenol production
form benzene. Theoretically, the benzene to phenol con-
version is well possible by oxidation, but experimentally this
goal is difficult [10]. N2O [11], H2O2 [12, 13], O2 [14] and a
mixture of O2 and H2 [15] are mostly investigated as oxidant
for the direct hydroxylation of benzene to form phenol.
Particularly, N2O allows high selectivity but the limited N2O
sources and requirement of high reaction temperatures are
the main drawback for this oxidant. Among the oxidants,
H2O2 is a particularly useful oxidant due to the formation
of only water as by-product. In addition, the procedure is
environment-friendly, simple as well as economic [16].
Many homogeneous catalysts have been tested for this
oxidation reaction [17–31], such as Cu complexes [22–25], Ni
complexes [21], Co complexes [19], iron complexes [26–28]
and Os complexes [29]. Polyoxometalate (POM) and phos-
phovanadomolybdate (V-POM) ionic composites have also
been reported as homogeneous catalyst for the benzene to
phenol transformation with O2 as oxidant at room tem-
perature [30, 31].

Different supported transition metal oxides (Fe, Co, Ti,
Mo, V, Cr, Mn and others, supported on Al2O3, SiO2 and TiO2)
were exclusively studied as heterogeneous catalysts for the
benzene oxidation to form phenol. Among them vanadium-
based catalysts showed better activity for the benzene
hydroxylation [32–34]. Molecular sieves with incorporated
transition metals (like NaY, SBA15, MCM-41, SBA16) also
showed excellent catalytic activity for this oxidation due to
the presence of isolated, highly dispersed active sites in the
silica framework of the molcular sieves [35–37]. Recently,
metal-doped carbon nitride [38] has also been reported as
active catalyst for benzene hydroxylation using H2O2, but
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further oxidation and the formation of by-products made
this process unsatisfactory [16]. Although significant prog-
ress has been achieved in the last few years, the reported
catalytic systems often showed only limited efficiency due
to inherent drawbacks. As an example, the hydrophilic
surface of a reported catalyst that adsorbed polar phenol
molecules over non-polar benzene, which made benzene
conversion lower, and consequently phenol selectivity
became poorer [12]. In addition, active species leaching is
mainly responsible for the deactivation of the catalysts in
some cases [39].

Perovskite oxides (ABO3) have attracted much atten-
tion recently for their useful application as piezoelectric,
ferroelectric, magnetic, superconducting and also hetero-
geneous catalystic properties [40–47]. Various perovskites
have been reported as catalyst for industrially important
selective oxidation reactions of organic substrates in the
liquid phase [48–59]. But the weaker sulphur poisoning
resistance and low specific surface area of perovskites as
compared to noble metals have restricted their industrial
applications [60]. Recently new approaches such as sub-
stitutions of the cationic sites (rare earth metals for A and
transitionmetals for B) and using new synthesismethods are
applied for the structural modification and enhancement of
the catalytic activity [61–66]. Pt-, Pd-, and Rh-substituted
LaMnO3 perovskites synthesized by the citrate method have
been reported as efficient catalysts for total methane
oxidation [66, 67]. Pd-substituted LaMO3 (M = Fe, Co) [64, 66],
LaMn0.976Rh0.224O3.15 [68] and (La0.6Sr0.4)(Co0.94 Pt0.03Ru0.03)
O3 [69] were also reported as effective three-way catalysts.

In this study, we report the preparation, characteriza-
tion and catalytic efficiency of copper-substituted LaFeO3

perovskite oxides for benzene oxidation. Among the pre-
pared perovskite compositions, LaFe0.90Cu0.10O3 has shown
the highest activity and selectivity in the formation of phenol
by oxidation of benzene in acetonitrile using H2O2 under
mild reaction conditions.

2 Experimental

2.1 Synthesis of catalysts

Pure LaFeO3 and various copper-substituted LaFeO3 perovskites
(LaFe1−xCuxO3) (x = 0.05–0.20), were synthesized by the solution com-
bustion method (SCS) using oxalyl dihydrazide (ODH; C2H6N4O2) as fuel.
In particular, LaFe0.90Cu0.10O3 was prepared by combustion of the metal
salts La(NO3)3·9H2O (Loba Chem, 99 %), Fe(NO3)3·9H2O (Merck India,
98 %) and Cu(NO3)2·3H2O (Merck India, 99 %) with oxalyl dihydrazide in
molar ratios of 1:0.90:0.10:2.26 at an ignition temperature of T = ∼350 °C.
In a specific synthesis, 2 g of La(NO3)3·9H2O, 1.6794 g of Fe(NO3)3·9H2O,
1.12 mL of a 10 % aqueous Cu(NO3)2·3H2O solution and 1.6108 g of ODH

were dissolved in 30 mL of water in a borosilicate dish and then intro-
duced for combustion in a preheated muffle furnace. The surface of the
redox mixture got ignited at complete dehydration and gave the
perovskite within a minute.

In order for comparison, we prepared LaFe0.90Cu0.10O3 through
incipientwetness impregnation (IWI)method. The impregnated catalyst
was prepared by impregnation of a proper volume of copper nitrate
aqueous solution analogous to the support’s pore volume into the
combustion-made dried LaFeO3 support. Subsequently it was dried at
100 °C overnight, crushed and calcined at 400 °C in air for 3 h to obtain
the LaFe0.90Cu0.10O3-IWI catalyst.

2.2 Characterization of the catalysts

XRD, BET and HRTEM have been used for characterization of the
synthesized materials. Powder X-ray diffraction (PXRD) patterns were
collected with a Bruker D8 Advance diffractometer (40 kV, 40 mA)
equipped with a Lynxeye detector and using CuKα radiation
(λ = 1.5418 Å). The data was recorded in the 2θ range of 10–100°with 1 s
step−1 scanning time and 0.02° step size.

The BET surface areas were estimated with an Autosorb iQ-MP
(Quantachrome Instruments, USA) at T = −196 °C. The samples were
degassed at 300 °C for 7 h before each measurement. The BET equation

SBET = Vm × NA × s/V × a

(with SBET = specific surface area, Vm =monolayer adsorbed gas volume,
NA = Avogadro’s no., s = cross-section area of adsorbed gas molecule,
V =molar volume of adsorbed gas, a =mass of sample) is used for specific
surface areas calculation over 0.3 to 0.08 P/P0 pressure range.

High Resolution Transmission Electron Microscopy (HRTEM)
was used for the microstructural characterization with a JEOL 2010F
instrument at 200 kV accelerating voltage. The Si standard was used for
calibration of the magnification. On prolonged electron beam exposure,
no induced damagewas observed for the studied samples and all images
are raw data only.

2.3 Test of oxidation activity

The benzene oxidation with hydrogen peroxide was performed in the
temperature range between room temperature (RT) and 100 °C under
atmospheric pressure. In a typical reaction, 0.5 g of the catalyst was
added to a liquidmixture containing 5 mL of benzene (56.3 mmol), 10 mL
of 30 wt% H2O2 (97.9 mmol) and 20 mL of acetonitrile in a 250mL two-
necked round bottom flask under continuous stirring. The reaction
system in the beginning consisted of two liquid phases, a benzene- and
acetonitrile-containing organic phase and an aqueous phase containing
acetonitrile and 30 % H2O2. After the start of the reaction the liquid
mixture turned into homogeneous.

The homogeneous reaction mixture was analyzed by gas chro-
matography (Nucon 5765, New Delhi) equipped with a FID detector with
a fused silica 30m × 0.25 mm × 0.25 μm capillary column (EC5) at 220 °C
injector and 240 °C detector temperature. The initial and final column
temperatures were fixed at 110 and 150 °C respectively, with a temper-
ature rate of 80 Kmin−1. The standard sample injectionmethodwas used
for the quantitative analysis.

Recycling tests were carried out for the best active combustion-
synthesized LaFe0.90Cu0.10O3 and its analogous impregnated (LaFe0.90-
Cu0.10O3-IWI) catalysts only. The solution after each experiment was
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filtered and the residue was washed with the solvent. Then the residue
was dried at 110 °C overnight and used in the next cycles as catalyst to
examine the recycling ability.

Conventional iodometric titration was used for measuring the
concentration of consumed H2O2 during the oxidation process from
which we can calculate the H2O2 conversion in mol% (Conv.) and H2O2

selectivity in mol% (SE) by using the formulae: Conv. (in mol%) = total
H2O2 consumption (including self-decomposition)/initial amount of
H2O2 and SE (in mol%) = consumption of H2O2 for phenol formation/
total H2O2 consumption.

3 Results and discussion

3.1 Screening of catalysts

The catalytic activities of several copper-substituted LaFeO3

perovskite oxide catalysts for the oxidation of benzene at
70 °C at atmospheric pressure are combined in Table 1. Pure
LaFeO3 is totally inactive for this oxidation. It is clearly
marked that the combustion-synthesized LaFe0.90Cu0.10O3

shows much better activity (∼56 % conversion with 100 %
phenol selectivity) than the other catalysts studied here and
any further increase in copper content also decreased the
activity as well as selectivity of the catalysts. Thus, the
catalyst with the formula LaFe0.90Cu0.10O3 was selected for
subsequent studies. Phenol was produced as the predomi-
nant oxidation product and hydroquinone (maximum ∼8 %)
was observed as the byproduct. The analogous IWI catalyst
showed much lower conversions (∼30 %) with only 95 %
selectivity as compared to the combustion-synthesized
catalyst (see Table 1).

The catalytic activities of LaFe0.90Cu0.10O3 for the benzene
to phenol oxidation in the temperature range 32 °C–80 °C is
presented in Figure 1(a). At room temperature (32 °C) benzene
was only faintly oxidized, showing more or less no reaction.

After rising the temperature to 40 °C, the oxidation activity
increases sharply (around 32% conversion with 100 %
selectivity of phenol). Further increase by 10Κ gives rise to an
about 12% increase of benzene conversion and remains
almost constant (54–56 %) from 60 °C to 70 °C. However, a
decrease of the activity (∼47%) and phenol selectivity (∼92%)
was observed at 80 °C due to further oxidation of phenol to
1,4-benzoquinone and hydroquinone at higher temperatures.
Benzene vaporization can further lead to decreased activity
at this temperature [70].

Figure 1(b) shows the phenol formation percentage as a
function of time over LaFe0.90Cu0.10O3 at 70 °C. The catalytic
oxidation reaction starts at around 30min and reaches a
maximum (∼56 % conversion) beyond 6 h over the catalyst
with 100 % selectivity.

3.2 Effect of H2O2 concentration on the
oxidation of benzene over
LaFe0.90Cu0.10O3

The H2O2 concentration has a clear impact on the oxidation
of benzene. The effect of H2O2 concentration was measured
by retaining the amount of benzene constant (5 mL or
56.3 mmol) in acetonitrile at T = 70 °C (see Figure 2). No
oxidation products were observed in the absence of H2O2.

50 mmol H2O2 gives ∼43 % conversion which reaches the
maximum ∼56 % at a concentration of 97.9 mmol H2O2.
Further increase of H2O2 to 195.8 mmol (or a molar ratio of
1:4 after 1:2) did not show any noticeable change in conver-
sion. However, catalytic activity and selectivity decreased
from 195.8 mmol H2O2 onwards. This can be due to increased
water formation at higher concentrations of H2O2 which
lowers the solubility of phenol. In addition, the formation of
byproducts increases due to over oxidation of phenol [71].
Although a theoretical ratio of 1:1 or 56.3 mmol H2O2 is
needed for this oxidation reaction, in our experiments an
optimum ratio of 1:2 (97.9 mmol of H2O2) was found. This can
be explained by the fact that not all of the H2O2 participates
actually in the oxidation reaction due to self-decomposition
of H2O2, which cannot be avoided under the reaction con-
ditions [72]. Mainly phenol along with small amounts of
1,4-benzoquinone and hydroquinone were identified as
products but other oxidized products like catechol were not
detected in our study. This may be due to the fact that at low
concentrations of H2O2 the perovskite-based catalystsmostly
form peroxide radicals which subsequently lead to the for-
mation of hydroquinone instead of catechol during the cat-
alytic oxidation [70].

Table : Benzene oxidation activities of different copper-substituted
perovskite catalysts.a

Catalyst composition Benzene
conversion (%)

Phenol
formation (%)

Phenol
selectivity (%)

LaFeO – – –

LaFe.Cu..O . . .
LaFe.Cu.O . . .
LaFe.Cu.O   

LaFe.Cu.O . . .
LaFe.Cu.O . . .
LaFe.Cu.-IWI . . .

aReaction conditions: mL benzene + mL HO + . g catalyst + mL
MeCN;  h at T =  °C.
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3.3 Effect of solvent on the oxidation of
benzene over LaFe0.90Cu0.10O3 as catalyst

Different solvents were used for the oxidation of benzene
and it was found that the activity decreases in the order
acetonitrile > acetic acid > ethanol > water ∼ methanol
(Figure 3). The highest phenol formation (56 %) with 100 %
selectivity was observed in acetonitrile. Although we
get high benzene conversion (∼30 %) in water, the phenol

selectivity was very low (∼24 %) due to the formation of
1,4-benzoquinone (selectivity ∼76 %) mainly by further
oxidation. Methanol gave less phenol formation (∼13 %)
and selectivity (∼37 %)mostly due to the lower boiling point
(65 °C) of this solvent. On the other hand, ethanol is a
higher-boiling solvent than methanol and consequently
showed a better phenol formation activity (18 %) as well as
selectivity (50 %) which, however, is lower than acetic acid
or acetonitrile. Acetic acid as solvent gave higher phenol
formation (∼27 %) but the phenol selectivity (∼63 %) is less
than acetonitrile.

Acetonitrile is an aprotic solvent and can easily activate
H2O2 by formation of a good oxygen transfer intermediate,
the perhydroxyl anion, which initiates the oxidation [73]. In
addition, the H2O2 consumption and its self-decomposition
can affect the oxidation activity in various solvents. The
effective utilization of H2O2 for the oxidation reaction
increases when the self-decomposition rate of H2O2 is low.
Interestingly, the desired product can be obtained by using
the appropriate solvent for the oxidation reaction, i.e., water
for the formation of 1,4-benzoquinone or acetonitrile for
phenol [73, 74].

3.4 Effect of solvent variations on the
decomposition of H2O2 over
LaFe0.90Cu0.10O3

The catalytic activity and selectivity largely depend on the
selective H2O2 decomposition. The following definitions are
used. Decomposition of H2O2 means total H2O2 consumed

Figure 1: Temperature and time effect on the benzene oxidation. (a)
Temperature effect (6 h reaction time) and (b) time effect (T = 70 °C) on the
oxidation of benzene over LaFe0.90Cu0.10O3 as catalyst. Reaction
conditions: 5 mL benzene + 10 mL H2O2 + 0.5 g catalyst + 20 mL MeCN.

Figure 2: Phenol formation as a function of H2O2 concentration over
LaFe0.90Cu0.10O3 as catalyst. Reaction conditions: 5 mL benzene + 0.5 g
catalyst + 20 mL MeCN; 6 h at T = 70 °C.

Figure 3: Benzene oxidation activities of LaFe0.90Cu0.10O3 as catalyst in
different solvents. Reaction conditions: 5 mL benzene + 0.5 g
catalyst + 10 mL H2O2 + 20 mL solvent; 6 h at T = 70 °C.
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during the entire reaction. H2O2 decomposing to water and
oxygen is referred to as self-decomposition. H2O2 utilized for
formation of phenol is referred to as selective decomposi-
tion. H2O2 utilized for the formation of other by products
including self-decomposition is referred as non-selective
decomposition.

Thus we estimated the H2O2 consumption percentage
and its selective decomposition for benzene oxidation over
LaFe0.90Cu0.10O3 as catalyst in different solvents by iodo-
metric titration (see Section 2.3, Table 2). The benzene
conversion will be higher when the decomposition of
H2O2 in the overall oxidation process is higher but a high
initial decomposition of H2O2 will result in nonselective
H2O2 decomposition and the formation of by-products in-
creases. A high total decomposition of H2O2 with minimum
initial decomposition (i.e., high selective decomposition
of H2O2) enhances the effective H2O2 utilization and as a
result the phenol formation increases. The solvent depen-
dence of the selective conversion of H2O2 is following the
order: acetonitrile (∼56 %) > acetic acid (∼29 %) > ethanol
(∼22 %) > methanol (∼14 %) > water (∼6 %). The activity of
benzene oxidation over LaFe0.90Cu0.10O3 catalyst also fol-
lows the same order in different solvents (see Figure 3). In
this study, acetonitrile showed the highest conversion with
100 % selectivity under the selected conditions. The poorer
selective conversion of peroxide can be made responsible
for the lower phenol formation in ethanol, methanol and
water. The peroxide radical, which is generated in the
oxidation process, acquires additional stability in these
polar protic solvents due to the formation of hydrogen
bonds. Thus the H2O2 decomposition equilibrium is shifted
to the right and the self-decomposition rate increases [20].

On the other hand, the peroxide radical does not acquire
extra stability in acetonitrile due to the polar aprotic nature
of the solvent. In acetic acid, peroxyacetic acid is formed
which makes H2O2 even more stable and reduces the self-
decomposition of H2O2. Thus, the loss of H2O2 is lower in
these two solvents than in the other polar protic solvents
used here and the formation of phenol increases. Interest-
ingly, after 3 h a small decline of peroxide selectivity is
observed in acetonitrile and acetic acid. The H2O2 self-
decomposition is still present up to 3 h of reaction time and
some by-products are also formed after this time.

3.5 Test of heterogeneity and recycling
ability

In order to see whether the catalytic benzene oxidationwas
truly heterogeneous or not and also to examine for prob-
able metal leaching, the traditional Sheldon hot-filtration
test was performed by using both combustion-made
LaFe0.90Cu0.10O3 and incipient wetness-made LaFe0.90-
Cu0.10O3-IWI catalysts. For this purpose, after 2 h of catalytic
reaction, the catalyst was instantaneously filtered off from
the reaction mixture by using a Gooch crucible with a G4
sintered disk to avoid re-adsorption of leached metals onto
the catalyst surface. The filtrate was collected in a different
preheated round-bottom flask at the same temperature
and the reaction was carried on for further 4 h. Gas-
chromatographic analysis showed no change in conversion
after 2 h up to 6 h (14 %) for the combustion-made
LaFe0.90Cu0.10O3 catalyst (see Figure 4). However, a little
but definite increase in conversion (from 8 to 15 %) was
observed for the LaFe0.90Cu0.10O3-IWI catalyst in hot-
filtration test (see Figure 4). Thus, the nature of this
oxidation reaction is purely heterogeneous for combustion-
made LaFe0.90Cu0.10O3 catalyst and the possibility of metal
leaching or active material decomposition can be excluded.

Figure 4: Sheldon hot-filtration test.

Table : HO conversion (Conv.) and selectivity (SE) in different solvents over LaFe.Cu.O at different time intervalsa.

Time (h) Acetonitrile Ethanol Methanol Water Acetic acid

Conv. SE Conv. SE Conv. SE Conv. SE Conv. SE

 . . . . . . . . . .
 . . . . . . . . . .
 . . . . . . . . . .

aReaction conditions: mL benzene + . g catalyst + mL HO + mL solvent; T =  °C.
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The certain enhancement of conversion in the absence of
catalyst for LaFe0.90Cu0.10O3-IWI proves that the nature of
catalytic oxidation is not truly heterogeneous in case of this
catalyst and a certain amount of activemetal is leaching out
from this catalyst to the reaction mixture during the
oxidation reaction (Figure 5).

The leaching of active metals has been reported to be
controlled by using strong metal-supported interactions in
Fe3+/MgO catalysts and the catalyst is also maintaining
the same activity after the first cycle (36 % conversion) [75].
Cu-NaY zeolites were also reported as efficient catalysts with
limitedmetal leaching after thefirst cycle and the leaching of
the metal after the second cycle has almost stopped [76]. The
metal leaching problem was controlled in 4 wt% Cu-MCM-41
and the phenol formation was lowered by 5 % only after the
third cycle [70]. Bimetallic Co-V-MCM-41 shows reduced
metal leaching in the benzene oxidation in acetonitrile with
H2O2 at 70 °C for 24 h (conversion 48 % and 81 % selectivity
of phenol) [77]. The metal leaching was also limited for the
FeVCu/TiO2-catalyzed benzene oxidation in ascorbic acid
[78]. Thus, the leaching of active metals is an important non-
negligible aspect for these catalytic reactions in the litera-
ture. In our metal ion-substituted catalyst, where the active
metals are incorporated into the perovskite structure, the
probability of active metal leaching is expected to be lower.
The recycling test of the combustion-made LaFe0.90Cu0.10O3

catalyst retains its activity as well as selectivity in the suc-
cessive cycles (up to the third cycle) but the conversion
as well as the selectivity for the impregnated catalyst
(Cu0.10LaFe0.90O3-IWI) decrease in successive cycles (con-
version decreases from∼30 % to 24 % in the second cycle and

to 21 % in the third cycle). Thus, the reduced conversion in
the recycling test of the IWI catalyst is accompanied by
considerable copper leaching.

3.6 BET studies of the catalysts

The BET surface areas of the catalysts LaFeO3, LaFe0.95-
Cu0.05O3, LaCu0.10Fe0.90O3, the used LaFe0.90Cu0.10O3-cy2
(after 2nd cycle) and LaFe0.90Cu0.10O3-IWI are 12.6, 14.6, 26.6,
21.6 and 9.9 m2 g−1 respectively. Among these catalysts,
La0.90Cu0.10FeO3 shows the highest surface area along with
highest pore volume of 0.260 cm3 g−1. The pore volume
varies from 0.019 to 0.260 cm3 g−1 for the other samples. The
LaFeO3 has very small pores of 1.8 nm width but all other
catalysts have pore size distributions between 14.6 and
15.3 nm.

3.7 XRD studies

The powder XRD patterns of different perovskite (pure and
Cu-substituted) samples show that the major phase formed
in the combustion-synthesized and IWI catalysts is ortho-
rhombic perovskite LaFeO3 (Figure 6). All the diffraction
lines could be indexed to the orthorhombic structure of
LaFeO3 (space group Pnma; JCPDS 37-1493). Some additional
reflections are also present in our study which clearly

Figure 5: Recycling effect of the catalyst LaFe0.90Cu0.10O3 prepared via
(a) solution combustion (SCS), (b) impregnation (IWI) methods on
benzene oxidation. Reaction conditions: 0.50 g catalyst + 5 mL
benzene + 10 mL H2O2 + 20 mL MeCN; 6 h at T = 70 °C.

Figure 6: XRD patterns of (a) LaFeO3, (b) LaFe0.95Cu0.05O3, (c)
LaFe0.93Cu0.07O3, (d) LaFe0.90Cu0.10O3, (e) LaFe0.85Cu0.15O3 and (f)
LaFe0.90Cu0.10O-IWI.
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indicate the presence of very minor amounts of La2O3 and
Fe3O4 as impurities. However, the parent LaFeO3 contains
more impurity phases which reduces as the Cu content
increases. In case of the IWI sample, the peak around 35.6°
is broadened and a new peak appears at 38.7° which
indicates the formation of an additional phase and the
presence of CuO oxide.

3.8 Microstructural studies

The low-magnification TEM image of the as-prepared
LaFe0.90Cu0.10O3−δ sample shows a holey structure with an
unusual morphology (Figure 7(a)). The comprehensive
HRTEM image of the as-prepared LaFe0.90Cu0.10O3 shows the
lattice fringes analogous to the LaFeO3 phase from Fourier
Transform (FT) measurement (Figure 7(b)). Spots at 2.37 and
2.78 Å match exactly the (112) and (121) crystallographic
planes of LaFeO3, respectively. A poorly-defined structure is
also identified over most of the LaFeO3 crystals by HRTEM.
Thewidening of the area labeled “a” in Figure 7(b) shows the
poorly defined structure which comprises 2–4 atomic layers
in most cases and an atomic mismatch is also observed
among the surface of pure LaFeO3 crystals with this poorly
defined structure.

The LaFe0.90Cu0.10O3 sample after the second cycle
(LaFe0.90Cu0.10O3-cy2) is almost similar to the fresh one
and the holey structure is identical as in the as-prepared

sample (Figure 7(c)). Lattice fringes at 2.78 Å are also clearly
observable in the areas labeled “a” and “b”, which again
corresponds perfectly to the (121) crystallographic planes of
LaFeO3, but in the enlarged images the existence of the
poorly defined phase is marked by arrows (Figure 7(d)).

The general appearance of the sample synthesized by
the IWI method (LaFe0.90Cu0.10O3-IWI) is similar to those
defined above for the samples prepared by the SCS method
and low magnification image of the sample LaFe0.90-
Cu0.10O3-IWI also shows the characteristic holey structure
(Figure 7(e)). However, HRTEM images show well-faceted
LaFeO3 planes and the poorly defined phase is not as com-
mon as in the samples prepared by combustion (Figure 7(f)).

Therefore, it can be concluded from HRTEM that the
sample is comprised by holey LaFeO3 crystals and a poorly
defined structure located on top of the LaFeO3 crystals. Cu is
likely present as Cu2+ ions in the poorly defined areas rather
forming a solid solution and an atomic mismatch between
the poorly defined structure and the LaFeO3 crystal surface
is also observed. Such poorly defined areas are much more
abundant in the sample prepared by combustion with
respect to the sample prepared by IWI. In the SCS sample,
almost all the LaFeO3 crystals are covered by the poorly
defined phase, whereas in the IWI samples there are abun-
dant clean edges of LaFeO3 crystals. This suggests that the
SCS sample performs better as catalyst due to the existence
of the poorly defined phase. Finally, the combustion-made
catalyst exhibits a structure after the second cycle similar to

Figure 7: TEM images of (a, b) LaFe0.90Cu0.10O3, (c, d) LaFe0.90Cu0.10O3-cy2 and (e, f) Cu0.10LaFe0.90O3-IWI.
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the fresh sample at the atomic level, that is, with abundant
poorly defined phase over the LaFeO3 phase. This suggest
that the poorly defined phase is not removed in the catalyst
recycling.

3.9 General discussion of copper ion-
substituted perovskite catalysts for
benzene oxidation

Generally, copper in the oxidation state 2+ is believed to act
as active site for the catalytic oxidation reaction of benzene
to phenol [79–81]. In our study, the combustion-derived
LaFe0.90Cu0.10O3 catalyst is surrounded by an unusual sur-
face structure on the surface-subsurface area of perovskite
and copper is present as Cu2+ atom within the perovskite
structure rather than as solid CuO. This unusual structure of
LaFe0.90Cu0.10O3 is playing the vital role in the much better
oxidation activities of the combustion-synthesized catalyst
rather than the corresponding catalyst prepared by incipient
wetness impregnation (LaFe0.90Cu0.10O3-IWI) where finely
dispersed CuO is mainly present in the catalyst.

This phenomenon also supports the observation of the
best activity of LaFe0.90Cu0.10O3 catalyst among all exam-
ined catalysts (Table 1). We surprisingly note that the
phenol selectivity increases with longer reaction times (in
some cases reaching ∼100 %). The decreased decomposition
rate of H2O2 during reaction progress is primarily respon-
sible for the overall increase of phenol selectivity at longer
reaction times (6 h). The H2O2 decomposition progressively
increases the quantity of water in the reaction mixture and
as a result the concentration of oxidant as well as concen-
tration of feebly water-soluble byproducts are decreasing
in the presence of water.

Catalytic benzene oxidation in the presence of peroxide
is usually following peroxo-metal pathways, similar to Fen-
ton chemistry and the hydroxyl radicals activate the highly
stable benzenemolecule towards phenol formation [82]. The
oxidation of benzene by peroxide over one-electron oxidants
like copper is commonly believed to take place through a
radical pathway [81, 83]. In the present study, we believe that
a similar redoxmechanism operateswithH2O2 in our copper
ion-substituted perovskite catalyst. In order to investigate
the oxidation mechanism, we have performed the oxidation
reaction in the presence of quinone, a radical scavenger.
After 2 h of oxidation, the scavenger was added to the
reaction mixture and the reaction progression was moni-
tored. The analysis of the reaction aliquot clearly shows
that the benzene oxidation is completely paused after the
scavenger addition (Figure 8). Thus, we conclude that the

oxidation process over the perovskite catalyst reported in
this study proceeds through a radical mechanism similar to
previous literature reports [77, 83, 84]. In more detail, the
metal ion (here copper) acts as a radical initiator for the
auto-oxidation processes by promoting the decomposition of
H2O2 to radicals mediated by the Cu2+/Cu+ redox couple (one-
electron transfer process promoted by LaFeO3 perovskite).
Eventually benzyl free radicals are produced by abstraction
of hydrogen by homolytic cleavage from benzene. This
radical reacts furtherwith the peroxy radical to form phenol
and water.

The excellent activity (∼56 % conversion with 100 %
selectivity) of our LaFe0.90Cu0.10O3 perovskite catalyst
becomes even more evident when this system is compared
with other catalysts reported previously. Bimetallic Cu-Ce-
doped rice husk silica was reported as highly efficient
catalyst with a high benzene conversion (84 %) as well as
phenol selectivity (96 %) under atmospheric pressure at
70 °C in acetonitrile after 4 h. However, in this study a sig-
nificant decline in conversion during successive cycles was
reported due to active metal leaching [81]. Highly dispersed
vanadium oxide on ceria-promoted rice husk silica also acts
as a highly selective catalyst for phenol formation from
benzene oxidation with H2O2 in acetonitrile at 60 °C, but the
conversion was much lower (∼21 %) [84]. Although our
combustion-made catalyst provides lower surface areas
than the commonly used supports such as zeolites [74, 77,
85–88], alumina [79], titania [89], magnesia [75] and rice
husk silica [81, 83] it still shows significant activity as
compared to many other reported catalysts. The peculiar
structure of our combustion-made catalyst seems to be an
important factor for the significant catalytic activity.

Figure 8: Effect of radical scavenger.
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4 Conclusions

Copper-substituted LaFe1−xCuxO3 perovskite oxides have
been prepared by a simple novel solution combustion
method. Combustion-made LaFe0.90Cu0.10O3 is shown to be a
very efficient catalyst for the benzene oxidation in acetoni-
trile at 70 °C (56.1 % conversion with 100 % phenol selec-
tivity). The effects of different parameters such as copper
loading, time, temperature, oxidant concentration and sol-
vent were studied and it was found that acetonitrile is the
best solvent at 70 °Cwith a 1:2molar ratio of benzene toH2O2.
A peculiar poorly defined structure on top of the LaFeO3

particles in the combustion-made catalyst is characterized
by microstructural studies and is probably due to incorpo-
ration of copper ion into the perovskite. The probability of
active metal leaching is reduced for the combustion-made
catalyst as compared to the analogous catalyst made by the
incipient wetness impregnation (IWI) method. The recycling
experiments also support this phenomenon where the
combustion-made catalyst shows almost the same activity up
to three cycles whereas the equivalent IWI catalyst shows
noticeable loss of activity and selectivity in the successive
cycles.
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Scalable production of an intermetallic
Pt–Co electrocatalyst for high-power
proton-exchange-membrane fuel cells†

Tae Yong Yoo, ‡ab Jongmin Lee,‡ab Sungjun Kim,‡ab Min Her,ab Shin-Yeong Kim, ab

Young-Hoon Lee,ab Heejong Shin,ab Hyunsun Jeong,ab Arun Kumar Sinha,ab

Sung-Pyo Cho,c Yung-Eun Sung *ab and Taeghwan Hyeon *ab

Power performance is the primary bottleneck to the industrial application of proton-exchange-membrane fuel

cells, which hinges on catalytic activity, oxygen mass transfer, and proton conduction at the cathode catalyst

layer. Tackling all these critical factors requires a holistic design of catalyst, embodied by an elaborate synthesis.

Here we present a straightforward synthetic approach to address these practical issues. A bimetallic compound,

formulated as [Co(2,20-bipyridine)3][PtCl6], thermally decomposes and produces carbon-protected sub-5 nm-

sized intermetallic Pt–Co nanoparticles, on which compressively-strained and rigid Pt-skin can be formed. In

addition to the high intrinsic activity, we achieved the combined features of high electrochemical surface area,

N-doping on the mesoporous carbon support, and highly stabilized Co that could promote oxygen mass

transfer and proton conduction. In the single cell configuration, the catalyst achieved unprecedented rated

power densities of 1.18 W cm�2 and 5.9 W mgPt
�1 at 0.67 V (with a cathode loading of 0.1 mgPt cm�2), while

experiencing voltage loss of only 29 mV (at 0.8 A cm�2) at the end of the test.

Broader context
Hydrogen is a promising alternative to fossil fuels that can be produced in sustainable ways and effectively converted into electricity through fuel cell systems.
The economic viability of the fuel cell system is a key factor that determines the transition towards a hydrogen economy. However, despite the huge previous
efforts on proton-exchange-membrane fuel cells, we are still facing limited performance, mainly regarding the power density, long-term durability, and cost of
platinum catalysts. Therefore, a novel production method for platinum-based electrocatalysts is in urgent need, which requires a precise design of the synthesis
to overcome the multiple challenging issues. In this study, we present a straightforward and scalable synthetic platform based on thermal annealing for the
practical production of a platinum-based fuel cell catalyst with unprecedented power performance. The overall structure of the catalyst, including the rigid
platinum-skin surface, stable intermetallic core, sufficient ECSA, and highly porous and nitrogen-doped carbon support, not only gives high intrinsic activity
but also promotes the oxygen mass transfer and proton conduction. We believe that the proposed thermal synthetic method will stimulate the practical
production of commercially viable electrocatalysts for the fuel cell industry.

Introduction

Proton-exchange-membrane fuel cells (PEMFCs) are a repre-
sentative system for the widespread use of hydrogen as a clean

energy carrier.1,2 Several critical challenges, including improving
the power density, reducing the cost of platinum (Pt)-based
catalysts and increasing the durability, need to be overcome for
the large-scale commercialization of PEMFCs.3–5 The energy
efficiency of PEMFCs heavily relies on the cathode catalyst layer
(CCL) where sluggish kinetics of the oxygen reduction reaction
(ORR) greatly reduces the cell voltage, whilst poor oxygen mass
transfer and low proton conduction limit the overall power
efficiency.3,4 Thanks to the intensive efforts to improve the
intrinsic catalytic activity through novel nanomaterials,5–14

several reports have surpassed the 2025 target of the U.S.
Department of Energy (DOE) for the mass activity at 0.9 V
(0.44 A mgPt

�1).5–11 However, their power performance at 0.67 V
is still far below the practical level (1 W cm�2 and 8 W mgPt

�1).15
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Thus, it is now imperative to seek a high-power and durable
PEMFC operation based on a practical and scalable synthetic
process of catalysts.16–18

Practical design of catalysts for high-power PEMFCs requires
a holistic consideration of multiple factors that affect perfor-
mance at high current density (HCD, 40.8 A cm�2).19 Oxygen
mass transfer is mainly responsible for the cell voltage
reduction at HCD, and various strategies, which include high
electrochemical surface area (ECSA) of Pt-based nanoparticles
(close to 50 m2 gPt

�1 for low Pt loadings),4,20,21 high mesopor-
osity of CCL,22,23 and heteroatom doping on carbon supports
for uniform distribution of ionomers on the catalyst,24,25 have
been explored to address this key issue. Poor proton conduction is
another dominant issue at HCD, which is affected by the presence
of dissolved metal ions and the quality of the ionomer.26–28

Recently, various highly-ordered Pt-based intermetallic nanoma-
terials have been extensively investigated to enhance the catalytic
activity and stability, even with a significantly decreased amount of
Pt.5,8–11 In particular, protection of intermetallic crystal cores, such
as L10-PtCo and L12-Pt3Co, with a Pt-skin surface not only allows
high intrinsic activity but also provides excellent electrochemical
stability by preventing the cobalt dissolution that blocks proton
conduction, thereby minimizing Fenton reaction that damages the
ionomer and membrane.8,29,30

However, for industrial-scale applications, it is challenging
to simplify the current complicated synthetic procedures
required to get an ideal form of PEMFC catalyst. Synthesis of
intermetallic nanoparticles generally requires a high-temperature
annealing to get ordered intermetallic structures, which often
results in the severe aggregation of the nanoparticles.31 Two
representative strategies, including physical protection32–34 and
strong anchoring35,36 of nanoparticles on the support, effectively
prevent aggregation, but both methods still require huge efforts
to create and remove protective shells or anchoring sites, pre-
cluding large-scale production. Furthermore, achieving all the
desired structural factors of supported nanoparticles without
using toxic organic surfactants and solvents remains elusive,
which could cause safety issues in the manufacturing process.31

Herein we present a practical and facile synthetic approach
that addresses all the aforementioned issues and demonstrate an
excellent PEMFC power performance. The electrostatic attraction
between two oppositely charged metal complexes enables the
facile preparation of a bimetallic compound, which provides a
unique carbon-confined environment to produce highly dispersed
intermetallic alloy nanoparticles on a commercial mesoporous
carbon support via a simple thermal annealing process.37 Ketjen-
black EC-600JD (KB) is chosen as the support for the uniform
formation of alloy nanoparticles due to its mesoporosity and high
surface area, enabling an effective decomposition and dispersion
of the bimetallic compound upon annealing. The overall structure
of the prepared electrocatalyst simultaneously tackled the critical
issues in PEMFCs, including ORR kinetics (by the strained Pt-skin
surface on the intermetallic Pt–Co core), oxygen mass transfer (by
the high ECSA and mesoporous N-doped carbon support), and
proton conduction (by stabilized Co species in the intermetallic
core and Pt-skin) with desirable durability.

Results and discussion
Synthesis of supported intermetallic Pt–Co nanoparticles

The bimetallic [Co(bpy)3][PtCl6] compound (Co–Pt compound,
bpy = 2,20-bipyridine) was prepared simply by adding [PtCl6]2�

solution into [Co(bpy)3]2+ solution (Fig. 1(a)). We confirmed the
morphology of the Co–Pt compound and its high crystallinity
by transmission electron microscopy (TEM) and X-ray diffraction
(XRD) analyses (Fig. S1, ESI†). Energy-dispersive X-ray spectroscopy
(EDS) elemental mapping indicates the homogeneous distribution
of Co and Pt in the compound with 1 : 1 atomic composition
(Fig. 1(b) and Table S1, ESI†). The bipyridine ligand plays a central
role (Fig. S2, ESI†) not only in the formation of Co–Pt compound
(Fig. S3, ESI†) but also in the in situ formation of the N-doped
carbon shell that protects the nanoparticles from aggregation in
the subsequent annealing process.37 The attachment of Co–Pt
compound on KB was readily done by either grinding them
together or ball milling. Scanning electron microscopy (SEM),
TEM, and scanning transmission electron microscopy (STEM)
images clearly show both the Co–Pt compound and KB in the
composite (Fig. 1(c) and Fig. S4, ESI†). Although every grain of the
Co–Pt compound was not completely separated and ideally dis-
persed on KB during this grinding step, the subsequent thermal
annealing could induce an effective decomposition of this com-
pound to uniformly cover all the surface of KB, producing alloy
nanoparticles. Brunauer–Emmett–Teller (BET) analysis indicated
the retention of the pore structure of KB after grinding with the
Co–Pt compound (Fig. S5, ESI†).

We induced a thermal decomposition of the Co–Pt compound
on KB by annealing the composite at 900 1C (Fig. 1(a)). SEM and
TEM analyses indicate that KB retains its mesoporous morphol-
ogy (Fig. 1(d) and Fig. S6, ESI†), while the XRD pattern of the
annealed composite reveals the formation of an intermetallic L10-
CoPt (i-CoPt) phase (Fig. S7, ESI†). The annealed sample (denoted
as i-CoPt/KB) accommodates i-CoPt nanoparticles of uniform
sizes between 3–4 nm due to the presence of an in situ-formed
N-doped carbon shell as a physical barrier against aggregation
(Fig. 1(e), (f) and Fig. S6, ESI†).38 We performed STEM-EDS
mapping to characterize the homogeneous distribution of Co,
Pt, and N elements in the entire surface of i-CoPt/KB (Fig. S8,
ESI†). The high-angle annular dark-field STEM (HAADF-STEM)
image in Fig. 1(g) clearly shows the characteristic inter-atomic
arrangement in a single i-CoPt nanoparticle.36,37 The presence of
an N-doped carbon shell was identified by high-resolution TEM
imaging, as shown in Fig. S9 (ESI†). It is noteworthy that the use
of bipyridine offers a unique route to produce size-confined
intermetallic nanoparticles on an irregular porous carbon sup-
port without any use of elaborate colloidal synthesis or anti-
aggregation treatment. The high surface area of KB played an
essential role in the homogeneous decomposition and dispersion
of the Co–Pt compound in the annealing conditions.

We further investigated the specific formation mechanism
of compound-derived i-CoPt nanoparticles on KB using ex situ
XRD measurement. The characteristic peaks of the Co–Pt
compound completely disappear at 300 1C with no sign of
metallic phase (Fig. 2(a)). As the temperature increases, both
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the Pt-rich CoxPty phase and Co phase evolve at 500 1C, after which
the Co phase gradually decreases and finally disappears at 800 1C.
The intensity of the main peak at around 41.2 degree continuously
increases from 500 to 900 1C, which indicates the growth of CoPt
nanoparticles. The clear signs of the intermetallic phase, the (110)
peak at around 33.1 degree and two superlattice peaks between
50–65 degree, appear after 2 hours at 900 1C, and become even
sharper afterwards. TEM, STEM (Fig. S10, ESI†), and X-ray photo-
electron spectroscopy (XPS) (Fig. S11, ESI†) analyses strongly
support the growth mechanism inferred from the XRD data. Based
on the above information, we derived four representative stages of
nanoparticle formation, as illustrated in Fig. 2(b). Pt and Co ions in
carbon (at 300 1C) bond together to form Pt-rich alloys and Co
clusters (at 500 1C), which subsequently evolve into CoPt random
alloy nanoparticles (at 800 1C) and finally convert into i-CoPt
nanoparticles (at 900 1C after 6 hours).

Catalyst activation and structural analysis

We then applied an exquisite thermal activation process to
obtain an activated electrocatalyst, denoted as i-CoPt@Pt/KB

(see ESI†).39 Air-etching was used to remove the N-doped
carbon shell on the surface of the i-CoPt nanoparticles, and
the subsequent H2-annealing could induce re-alloying of some
oxidized Co with CoPt alloy nanoparticles together with the
formation of the Pt-skin surface. It is worth noting that the
overall thermal process in this study allows consecutive for-
mation and activation of supported i-CoPt nanoparticles in a
single furnace, making the entire production simple but highly
reproducible. After the activation, 2–3 layers of Pt-skin surface
with interior i-CoPt core were obtained without aggregation,
which was clearly identified by TEM and HAADF-STEM imaging
(Fig. 3(a), (b) and Fig. S12, ESI†). The XRD pattern clearly
reveals the well-preserved ordered structure of the i-CoPt core
after the activation (Fig. S13, ESI†). The development of the
i-CoPt core and Pt-skin structure was also characterized by X-ray
absorption near edge structure (XANES), extended X-ray absorp-
tion fine structure (EXAFS), and XPS analyses (Fig. S14 and S15,
ESI†). The increased white line intensity of i-CoPt@Pt/KB in the
Pt L3-edge XANES spectrum indicates that the N-doped carbon
shell is effectively etched and the Pt-skin is fully exposed to the

Fig. 1 (a) Schematic illustration of the synthesis of supported Pt–Co nanoparticles. (b) STEM-EDS mapping of the Co–Pt compound. The scale bar is
250 nm. SEM images of the (c) composite, and (d) i-CoPt/KB. (e) TEM, and (f) STEM images of i-CoPt/KB. (g) HAADF-STEM image and its FFT pattern
(inset) of i-CoPt/KB. The atomic arrangement of Co and Pt is marked by orange and white colors, respectively.
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air (Fig. 3(c)).40 Furthermore, the lattice contraction of Pt in
both the i-CoPt core and the Pt-skin was confirmed by Pt EXAFS
(Fig. 3(d) and Fig. S16, ESI†), and the compressive strain of
�4.24% at the outermost surface was observed by HAADF-
STEM imaging (Fig. S17, ESI†). This compressive strain is

known to tailor the electronic state of the Pt surface by down-
shift of the d-band center, which is translated to an enhanced
ORR activity by weaker binding energy of reaction intermediates
compared to pure Pt.41–43 Co K-edge XANES and EXAFS spectra
demonstrate negligible change after the activation, mainly due to
the intact Co species in the i-CoPt core of i-CoPt@Pt nanoparticles
(Fig. 3(e) and (f)). XPS analysis on Co further supports this result by
the presence of a weak signal of Co0 after the activation because of
rigid protection by the outermost Pt-skin layer (Fig. S15b, ESI†).
We confirmed the increment of the Co composition from the
surface to the core by controlling the incident photon energy in
XPS analysis (Fig. S18, ESI†).44,45 The exact Pt mass loadings of i-
CoPt/KB and i-CoPt@Pt/KB were obtained by inductively coupled
plasma atomic emission spectroscopy (ICP-AES), which showed
high Co content of 28.4 atom% and Pt mass loading higher than
40 wt% after the activation (Table S2, ESI†). This high Pt loading is
beneficial for the preparation of a thin CCL that shortens the
oxygen transfer pathway (Fig. S19 and S20, ESI†). We further
confirmed the scalability of the overall synthetic process by
gram-scale synthesis of i-CoPt/KB and its activation without
compromising the quality of both i-CoPt/KB and i-CoPt@Pt/KB
(Fig. S21, ESI†).

Electrochemical half-cell performance of i-CoPt@Pt/KB

The electrocatalytic properties of the prepared catalysts were
first studied using the rotating-disk electrode (RDE) technique
with commercial Pt/C as a benchmark catalyst. We observed a
significant difference between the as-prepared i-CoPt/KB and
the activated i-CoPt@Pt/KB in their cyclic voltammogram (CV)

Fig. 3 (a) TEM image of i-CoPt@Pt/KB. (b) HAADF-STEM image of i-CoPt@Pt/KB. The Pt-skin layers and the internal atomic arrangement of Co and Pt
are marked by orange and white colors, respectively. (c) Pt L3-edge XANES, and (d) Pt EXAFS data of i-CoPt@Pt/KB with i-CoPt/KB, commercial Pt/C, and
Pt foil. (e) Co K-edge XANES, and (f) Co EXAFS data of i-CoPt@Pt/KB with i-CoPt/KB, Co3O4, and Co foil.

Fig. 2 (a) Ex situ XRD patterns at different annealing temperatures from
100 to 900 1C. The intensities of the 20, 100, and 200 1C curves are
multiplied by 0.2. (b) Schematic illustration of the formation mechanism of
i-CoPt nanoparticles on KB. Each Pt, Co, N, and C atom is colored in gray,
red, green, and black, respectively.
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curves (Fig. 4(a)). i-CoPt/KB exhibits only the feature of a double
layer capacitance due to the complete coverage of i-CoPt nano-
particles with N-doped carbon shell. The facile air etching at 200 1C
effectively exposed the Pt surface with no sign of nanoparticle
aggregation or loss of KB. The fully exposed Pt-skin surface in i-
CoPt@Pt/KB exhibited high ECSA of 58.2 m2 gPt

�1 as measured by a
CO stripping experiment (Fig. 4(b) and Fig. S22, ESI†) due to the
uniform particle sizes of 3 to 4.5 nm (Fig. S12, ESI†). As expected, i-
CoPt@Pt/KB showed superior ORR activities (mass activity of 2.07 A
mgPt

�1 and specific activity of 3.95 mA cmPt
�2) compared to those of

Pt/C due to the compressive strain on Pt-skin exerted by the i-CoPt
core (Fig. 4(c) and Fig. S23, ESI†).46–50 We confirmed the electron
transfer number of i-CoPt@Pt/KB by rotating ring-disk electrode
(RRDE) measurement, which demonstrated an excellent 4-electron
reaction pathway at all potential ranges along with the commercial
Pt/C (Fig. S24, ESI†). Owing to the rigid Pt-skin structure, i-CoPt@Pt/
KB showed excellent durability after an accelerated durability test
(ADT) for 30 000 cycles with barely changed ECSA (Fig. S25 and S26,
ESI†) and half-wave potential (Fig. S27, ESI†),51,52 while commercial
Pt/C was severely damaged. We also confirmed that the electro-
catalytic properties were not affected even in gram-scale synthesis,
which sheds light on the mass production of i-CoPt@Pt/KB for its
practical application (Fig. S28, ESI†).

Practical fuel cell performance

To demonstrate the practical application of i-CoPt@Pt/KB in
PEMFCs, the membrane electrode assembly (MEA) using

i-CoPt@Pt/KB was fabricated, and its performance and
durability were evaluated under practical operating conditions.
For a benchmark, the MEA with commercial Pt/C (HiSPEC
4000, Johnson Matthey Co.) was prepared and tested under
the same conditions. Because all the components used in the
tested MEAs were identical except for the cathode catalysts, the
MEAs were labeled by the name of the cathode catalysts
used. For all MEAs, the Pt loading of the cathode was fixed to
0.1 mgPt cm�2 to secure reasonable power densities and dur-
ability, and the ionomer to carbon weight ratios were optimized
to be 0.8 for the i-CoPt@Pt/KB and 0.5 for the Pt/C cathode,
respectively (Fig. S29, ESI†). SEM images of both catalyst-coated
membranes (CCMs) clearly show similar thicknesses and
secondary pore geometries of CCLs (Fig. S30, ESI†). i-CoPt@
Pt/KB exhibited high ECSA of 53.3 m2 gPt

�1 (roughness factor of
53.3 cmPt

2 cmMEA
�2) which is close to the value measured in the

RDE test (Fig. 4(b) and Fig. S31, ESI†). On the contrary, the
higher ECSA of the benchmark Pt/C catalyst in RDE (due to the
smaller particle size of 3 nm) was not translated to the MEA
configuration due to the well-known poisoning of the Pt surface
by selective adsorption of the ionomer.15 Although SEM-EDS
mapping data shows comparable distribution of F element for
both cathodes (Fig. S32, ESI†), this different loss of ECSAs
between the two catalysts is mainly attributed to the N-doping
in i-CoPt@Pt/KB (Fig. S33, ESI†), which enhances the ionomer
distribution on the carbon support and contributes to an
effective formation of triple phase boundaries (Fig. S34, ESI†).24

Fig. 4 (a) CV curves of i-CoPt@Pt/KB with i-CoPt/KB, and commercial Pt/C. (b) ECSA of Pt/C and i-CoPt@Pt/KB measured in a half-cell and MEA.
(c) Mass and specific activities of i-CoPt@Pt/KB at 0.9 V (versus RHE) compared to commercial Pt/C. (d) H2–O2 fuel cell polarization curves and the
derived Tafel plots (inset) before and after ADT cycling. H2 flow rate = 0.2 L min�1, O2 flow rate = 0.2 L min�1. (e) H2–air fuel cell polarization and power
density curves of i-CoPt@Pt/KB and Pt/C before and after ADT cycling. Anode loading (Pt/C): 0.1 mgPt cm�2, cathode loading (i-CoPt@Pt/KB or Pt/C):
0.1 mgPt cm�2. Test conditions: 80 1C, 100% relative humidity, 250 kPaabs, H2 flow rate = 0.2 L min�1, air flow rate = 0.8 L min�1. (f) Cell voltage at 0.8 A
cm�2 (left) and rated power density at 0.67 V (right) of i-CoPt@Pt/KB and Pt/C before and after ADT cycling.
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Fig. 4(d) shows the single cell polarization curve of the tested
MEAs under H2–O2 conditions, indicating that i-CoPt@Pt/KB
outperforms Pt/C throughout the entire voltage region. The
internal resistance (iR)-corrected Tafel plots (inset in Fig. 4(d))
and electrochemical impedance spectra (EIS) at 0.05 A cm�2

(Fig. S35, ESI†) demonstrated that i-CoPt@Pt/KB exhibits superior
activity compared to Pt/C in the single cell configuration. In
particular, at 0.9 V (iR-corrected), i-CoPt@Pt/KB exhibited 4.4 times
higher mass activity (0.53 A mgPt

�1) compared to that of the
benchmark catalyst (0.12 A mgPt

�1), which exceeds the 2025
DOE activity target for PEMFCs (0.44 A mgPt

�1) (Fig. S36, ESI†).
Likewise, we confirmed the superior performance of i-CoPt@Pt/KB
under practical H2–air operating conditions (Fig. 4(e) and Fig. S37,
ESI†). At the kinetic dominant region of 0.8 V, i-CoPt@Pt/KB
exhibited much higher current density of 0.64 A cm�2 than Pt/C
(0.20 A cm�2) (Fig. S38, ESI†), far surpassing the 2025 DOE
target (0.3 A cm�2 at 0.8 V). Moreover, at a practical working
voltage of 0.67 V for high power output, i-CoPt@Pt/KB reached a
current density of 1.76 A cm�2, corresponding to a power
density of 1.18 W cm�2 (above the DOE target of 1.0 W cm�2

for r0.1 mgPt cm�2 in cathode) (Fig. 4(f)). To comprehensively
understand the high HCD performance of i-CoPt@Pt/KB, we
conducted EIS analysis under H2–air conditions (Fig. S39, ESI†).
Compared to the benchmark Pt/C catalyst, i-CoPt@Pt/KB exhib-
ited a slightly smaller low frequency arc at the current densities
above 0.8 A cm�2, which is related to the mass transport
resistance in the electrode. Considering that conventional por-
ous carbon-based catalysts have generally shown lower HCD
performance due to higher transport resistance than solid
carbon-based catalysts (Fig. S40, ESI†), it is noteworthy that
the porous carbon-based i-CoPt@Pt/KB catalyst showed some-
what lower transport resistance than the benchmark Pt/C
catalyst based on solid carbon. Compared to the commercial
PtCo/C (Fig. S41, ESI†), and the state-of-the-art Pt-based catalysts
tested under similar operating conditions (Fig. 5 and Table S3,
ESI†), i-CoPt@Pt/KB exhibited not only the highest rated power
performance but also a notable specific rated power (normalized
with the total Pt loading in single cell) in MEA.6–11 These results
demonstrate that i-CoPt@Pt/KB is a promising ORR catalyst for a

practical PEMFC cathode, as the rated power performance at the
critical voltage (0.67 V) is one of the key figures to evaluate the
practical applicability of a PEMFC system.4,26 This unprecedented
power performance originates not only from the intrinsic activity
of the strained Pt surface but also from the combination of
desirable structural factors that includes sufficient roughness
factor (cmPt

2 cmMEA
�2) higher than 50, mesoporous carbon

structure, and nitrogen doping on the support. The major role
of Pt roughness factor in low-Pt PEMFC power has been system-
atically analyzed in a previous study,4 which emphasized the
rapid voltage loss at HCD (due to high non-Fickian oxygen
transport resistance) if the roughness factor falls down to lower
than 40 cmPt

2 cmMEA
�2 despite a reasonably high mass activity.

The mesoporous carbon support with N-doping reduces the local
oxygen transport resistance by providing a pore network and
enabling homogeneous distribution of the ionomer in CCL.15,24

The durability of i-CoPt@Pt/KB was evaluated after ADT of
square-wave potential cycling between 0.60 V (3 s) and 0.95 V (3 s),
which is much harsher than the triangle-wave protocol between
0.6 and 1.0 V.53 After ADT for 30 000 cycles, i-CoPt@Pt/KB pre-
served 81.2% of its beginning of test (BOT) ECSA while that of Pt/C
largely decreased by 62.9% (Fig. S31, ESI†). It is important to note
that the optimum size of i-CoPt@Pt nanoparticles (3–4.5 nm)
contributed both to the balance of a sufficient initial ECSA and
to its high retention after ADT.54 i-CoPt@Pt/KB retained 64.5% of
its BOT mass activity, meeting the durability target (o40%) for
mass activity set by the DOE (Fig. S36, ESI†). Notably, in the H2–air
test, the voltage loss for i-CoPt@Pt/KB at HCD of 0.8 A cm�2 was 29
mV, which meets the DOE target (o30 mV) (Fig. 4(f)). The rated
power performance of the i-CoPt@Pt/KB MEA decreased by only
15.4% while that of Pt/C decreased by 39.4%. The i-CoPt@Pt/KB
MEA still exhibited high H2–air performance (0.42 A cm�2 at 0.8 V,
and 1.0 W cm�2 at 0.67 V) that meets the BOT performance targets
set by the DOE (0.3 A cm�2 at 0.8 V, and 1.0 W cm�2 at 0.67 V)
(Fig. 4(f) and Fig. S38, ESI†). TEM analysis on i-CoPt@Pt/KB at
the end of the test (EOT) confirmed that the overall sizes of the
i-CoPt@Pt nanoparticles remained close to 5 nm even after the
harsh ADT cycling (Fig. S42, ESI†). We speculate that the better
retention of particle size and ECSA in i-CoPt@Pt/KB compared

Fig. 5 Comparison of the rated power density and specific rated power at 0.67 V of i-CoPt@Pt/KB and the state-of-the-art Pt-based catalysts in the
literature.6–11 Cathode Pt loadings (mgPt cm�2) are written in parentheses.
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to Pt/C comes from the superior stabilization of i-CoPt nano-
particles by the high temperature annealing on the high surface
area carbon. STEM-EDS detected the remaining Co and Pt
elements in i-CoPt@Pt/KB at the EOT (Fig. S43, ESI†), indicating
more than twice higher Co/Pt ratio (0.23 for i-CoPt@Pt/KB)
compared to the commercial Pt3Co/C catalysts with random alloy
nanoparticles (B0.23 after conditioning, and B0.098 at the EOT)
reported in the previous works.55,56 This enhanced durability can
be attributed to the intermetallic core and Pt-skin surface, which
were also confirmed at the EOT (Fig. S44, ESI†).

Conclusion

We presented a straightforward and delicate synthetic platform
based on thermal annealing to get a practical ORR catalyst that
satisfies comprehensive requirements for both high intrinsic
activity and high rated power performance in a PEMFC system.
The crystalline ionic compound, composed of [Co(bpy)3]2+ and
[PtCl6]2�, enabled a carbon-confined growth of intermetallic
nanoparticles with N-doping on the entire mesoporous carbon
support. The active Pt-skin with intermetallic L10-CoPt core
catalyzed the ORR in efficient ways both in a half-cell and
MEA. More importantly, we attained the highest PEMFC rated
power per active area (1.18 W cm�2) and total platinum loading
(5.9 W mgPt

�1) under a practical H2–air condition owing to the
high ECSA, mesoporosity, and N-doping on the carbon support
that collectively enhanced oxygen mass transfer. The catalyst
endured a harsh durability test with the final rated power
density of 1.0 W cm�2, due to the effective protection of Co
dissolution induced by the rigid Pt-skin structure that maintained
proton conduction. Overall, this study highlights the importance
of meeting all the critical parameters to achieve much higher
PEMFC power performance through the development of a facile
and scalable production method of the catalyst. Further modifica-
tions from this approach, such as doping, tuning the composi-
tions, and using novel metal complexes or carbon supports, could
provide enhanced and desirable power performance suited to
large-scale industrial applications of PEMFCs.
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